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1 Overview of maximum likelihood estimation

Maximum likelihood (ML) estimation! is one of the most common estimation methods in structural
econometrics. A primary reason that ML is often used in structural estimation is that it is more flexible
than other methods, such as ordinary least squares (OLS) regression. In particular, ML can estimate the
parameters of a nonlinear model, which is common in structural econometric models. ML can be used
for simpler models as well and, in fact, OLS is a special case of ML. This flexibility, however, requires
stronger distributional assumptions than OLS. When these assumptions hold, the maximum likelihood
estimator (MLE) is consistent and efficient. But if these assumptions are invalid, the interpretation of
the MLE is less clear.

1.1 Intuition of maximum likelihood estimation

The basic intuition of maximum likelihood estimation is best illustrated through an example. Suppose
we have five random draws from a normal distribution, y = {48.7,50.9, 48.8,50.6,48.8}, but we do
not know which normal distribution, N(,u,oQ). In other words, we know these random draws come
from a normal distribution but we do not know the mean, 1, or the variance, o2, of the specific normal
distribution that generated these random draws.

Consider two possible candidates for the normal distribution, N'(0,1) and N'(50,1). What is the like-
lihood? that these random draws, y = {48.7,50.9,48.8,50.6,48.8}, came from a standard normal
distribution, N (0,1)? Practically zero. What is the likelihood that these random draws came, instead,
from a normal distribution with a mean of 50, AV/(50,1)? Much more likely! Given these data, we would
say that the distribution N'(50, 1) has a greater likelihood than A(0, 1) of having generated these data.

This simple example illustrates the basic intuition of maximum likelihood estimation and the maximum
likelihood estimator—we want to find the set of parameters that maximizes the likelihood of having
generated the data that we actually observe.

1. Maximum likelihood estimation is often abbreviated as MLE, but so too is the maximum likelihood estimator. To avoid
confusion, | will use ML as an abbreviation for the maximum likelihood method, and | will use MLE as an abbreviation for
the maximum likelihood estimator. This could instead create confusion between maximum likelihood and machine learning,
which is also commonly abbreviated as ML. But we will not cover machine learning in this course, so ML will always refer
to maximum likelihood.

2. | use the term likelihood rather than probability because, from a frequentist perspective, the true underlying distribution
is already determined—even though we do not know what it is—so its probability has no useful meaning.



1.2 Probability density function and likelihood function

Before formally describing ML, it is helpful to have one key statistical object in mind: the probability
density function (PDF).3 The PDF is a mathematical expression that gives us the relative likelihood
that a random variable would take a particular value. The PDF for a random variable y is often denoted
f(y | @), where 0 is the set of parameters that describe the specific distribution of the random variable.
For example, in the case of a normal distribution, the parameters are 8 = (,u,aQ), and the PDF is
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A graphical representation of the standard normal PDF, or f(y | 0,1) is plotted in Figure 1.

Figure 1. Probability density function of a standard normal distribution
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The implicit assumption in a PDF is that the parameters are defined and the random variable is yet to
be determined. In econometrics, however, the opposite is almost always true—we have the resulting
data of the data-generating process, but we do not know and want to estimate the parameters that gave
rise to those data. In this case, we can use the same mathematical expression to give the likelihood that
a particular set of parameter values would have generated the sample that we observe. We call this the
likelihood function and denote it as L(0 | y). For example, in the case of a normal distribution, the
likelihood function of the parameters 0 = (,u,ag) for a single random draw, y, is
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L(u,o? y) =
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Note that the right-hand side of this expression is the same as the PDF. The only difference is

conceptual—which parts of the expression are taken to be known and which parts are taken to be
unknown.

3. Or the probability mass function (PMF) in the case of a discrete distribution.



2 Maximum likelihood estimator

Maximum likelihood estimation requires a distributional assumption about the data-generating process
of the data we observe. We assume the probability density function for a random variable, y, conditioned
on a set of parameters, 0, is f(y | #).* This PDF identifies the data-generating process that underlies
an observed sample of data and provides a mathematical description of the data that the process will
produce. Note that by assuming y has PDF f(y | @), we are making an assumption about the density
of y, not just its expectation or variance.

The joint density of n independent and identically distributed (i.i.d.) random variables, each with density
fly80),is
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The conditioning in this joint density suggests that the parameters are known and the data are unknown,
but, as described above, this is rarely the case in econometrics. Instead, we almost always have data
and want to know the parameters of the data-generating process. We simply switch the conditioning
and define the likelihood function as a function of the unknown parameters, 6, conditioned on the data
we observe, y:

L6 |y) = Hf:%’a

It will often be easier to work with the log of the likelihood function, or the log-likelihood function:

InL(O|y) = Zlnfyl|0

Log is a monotonic transformation, so finding the greatest log-likelihood is equivalent to finding the
greatest likelihood, but it is often easier to use the log-likelihood function because it involves taking a
sum rather than a product.

The maximum likelihood estimator, which we denote 5 is the set of parameters that maximizes the
likelihood function and is equivalent to the set of parameters that maximizes the log-likelihood function:

6 = argmax L(6 | y)
6

6 = argmaxIn L(0 | y)
6

In words, the MLE is the set of parameters that maximizes the likelihood of having generated the data
that we actually observe. A necessary condition for maximizing the log-likelihood function is that, at
the MLE, the derivative of the log-likelihood function with respect to each parameter must equal zero:

I L(6 | y)
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4. We could generalize to a random vector, y, with joint density f(y | ), but the simpler assumption of a single random
variable will be sufficient for this course.
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In some cases, these first-order conditions yield closed-form expressions for the MLE. For more complex
estimation, numerical maximization is required to find the MLE.

So far, we have only described having data, vy, that are conditional on parameters, 6. In most cases,
however, we model some outcome data, y, as a function of both parameters, 8, and other data, X.

When y is also a function of data, x, we need to define its conditional PDF, f(y | «,0). In almost all

cases,® we can simply substitute this conditional PDF in place of the PDF in previous expressions. For

example, when y depends on both @ and 8, the likelihood and log-likelihood functions are
L0y, X) =[] flyi | =:,0)
i=1
InLO |y, X)=> Inf(y | z:0)
i=1

These functions are technically the conditional likelihood function and the conditional log-likelihood,
but this conditioning is so common that the “conditional” terminology is often dropped for convenience.
3 Examples of maximum likelihood estimation

3.1 Poisson distribution

Suppose we have ten random draws, y, from a Poisson distribution:
y=1{2,0,1,2,2,2,0,2,1,1}

with the probability mass function (PMF)
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Although we know these data come from a Poisson distribution, we do not know which Poisson distri-
bution; that is, we do not know the A\ parameter that defines the distribution. Figure 2 plots the Poisson
PMF for three of the possible values of A. We can use ML to estimate the value of the A parameter
that maximizes the likelihood of generating the data we observe.

The likelihood function of A conditional on y is the product of the PMF for each random draw:
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The log-likelihood function of A conditional on y is simply the log of this likelihood function:

InL(A|y)=—n\+ ln)\Zyi - Zln(yi!)
i=1

=1

5. The exception is if the conditional PDF of y, f(y | x, ), and the joint PDF of &, g(x | §), depend on some common
parameters. So long as these data-generating processes depend on different parameters, we can effectively ignore the
data-generating process of @ and consider only the conditional PDF of y.



Figure 2: Probability mass function of Poisson distributions
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A necessary condition for the MLE is that the derivative of this log-likelihood function with respect to
X equals zero. This derivative is

OImL(\|y) 1
B A O 9L

Setting this derivative equal to zero and solving for A yields an expression for the MLE, A

OlnL(\|y) ~ 1
o\ 0= n Zy
This expression defines the MLE, )\, as a function of our data. In fact, for the Poisson distribution, the
MLE is simply the sample mean of the data. Plugging in our data yields the MLE:

In other words, a A parameter value of A = 1.3 is the most likely of all possible A values to have
generated the data that we observe, y.

We can also visualize the likelihood and log-likelihood functions of A conditional on our data. Using the
likelihood function above and plugging in our data gives
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The left panel of Figure 3 plots this likelihood function, and we can see this function is maximized at a
value of A = 1.3. Similarly, using the log-likelihood function above and plugging in our data gives

InLAy)=-nA+InA> 5 — > In(y!) = —10A+13In X — 3.47
=1

=1

The right panel of Figure 3 plots this log-likelihood function, and we can see this function is also
maximized at a value of A = 1.3.



Figure 3: Likelihood and log-likelihood functions of Poisson example
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3.2 Normal distribution

Suppose we have five random draws, y, from a normal distribution:
y = {6.08,5.29,2.52,2.94,5.36}

with the PDF
1 —(y—pw)?
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Although we know these data come from a normal distribution, we do not know which normal distribu-
tion. Note that a normal distribution is defined by two parameters: the mean, p, and the variance, o2.
We can use ML to estimate the values of 1 and o2 that maximize the likelihood of generating the data

we observe.

The likelihood function of 1 and 2 conditional on y is the product of the PDF for each random draw:
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The log-likelihood function of 1 and o conditional on y is simply the log of this likelihood function:
InL(p, 0% | y) = nor — Pine? - izn:(y — u)?
’ 2 2 202 =7

A necessary condition for the MLE is that the derivative of this log-likelihood function with respect to
each parameter equals zero. Note that there are two parameters, so we have a first-order condition for



each of these two parameters. These derivatives are
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Setting each of these derivatives equal to zero and solving for each parameter yields an expression for
the MLE, i and 52
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These expressions define the MLE, i1 and 62 as a function of our data. In fact, for the normal
distribution, the MLE of the mean parameter is simply the sample mean of the data and the MLE of
the variance parameter is simply the sample variance of the data. Plugging in our data yields the MLE:
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In other words, parameter values of fi = 4.44 and 62 = 2.04 are the most likely of all possible combi-
nations of 1 and o2 values to have generated the data that we observe, y.

3.3 Ordinary least squares regression

In the previous two examples, we estimated the parameters that maximize the likelihood of generating
the data that we observe. In most econometric applications, however, we model some outcome data, y,
as a function of both parameters, 8, and other data, X. An example is a simple ordinary least squares
(OLS) regression:

yi = Bo + Brx; + &

If we make a distributional assumption about the error term, ¢;, we will have the distribution of ; con-
ditional on z; parameters, f(y; | z;,0). We can then use this conditional distribution of y; to maximize
the likelihood of the parameters and find the MLE, 0. Note that OLS is a special case of ML, so the
MLE will be equivalent to the traditional OLS estimator, but we will find those estimates in a different
way.

A standard distributional assumption in an OLS regression is that the error term is normally distributed
with a mean of zero and a variance of o?:

& NN(O,U2)

Then y; will have a conditional distribution—conditional on the value of xz;—that is normal, but with a
mean of By + Bix; and a variance of o

Yi | @i ~ N(Bo + Bizi, 0°)



The conditional probability density function of y; is
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The conditional likelihood function of 3y, 81, and o2 conditional on both y and x is the product of the
conditional PDF for each y; value:

Fyi | @i, Bo, Br,0%) =
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The conditional log-likelihood function of By, 31, and o2 conditional on 4 and x is simply the log of
this likelihood function:

n
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A necessary condition for the MLE is that the derivative of this log-likelihood function with respect to
each parameter equals zero. Note that there are three parameters that fully describe the conditional
distribution of y;, so we have a first-order condition for each of these three parameters. These derivatives
are

dIn L(Bo, 1,0 | y, x) izn:
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Setting each of these derivatives equal to zero and solving for each parameter yields an expression for
the MLE, Sy, 31, and &2
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where T and ¥ are the sample means of x and y, respectively
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This MLE for an OLS regression is equivalent to the traditional OLS estimator. Thus, we can interpret
OLS parameters as not only minimizing the sum of squared error but also maximizing the likelihood of
generating the data we observe.



4 Properties of the maximum likelihood estimator

Maximum likelihood is commonly used in structural estimation because the MLE has desirable asymp-
totic properties. When the required distributional assumption is valid and certain regularity conditions
are met, the MLE is consistent, asymptotically normal, asymptotically efficient, and invariant to trans-
formations.

The required regularity conditions are:

1. The first three derivatives of In f(y; | @) with respect to 6 are continuous and finite for almost all
y; and for all 6.

2. The conditions necessary to obtain the expectations of the first and second derivatives of In f(y; | 0)
are met.

9% 1n f(y;10) | - . .. .
3. For all values of 8, | =557, | is less than a function that has a finite expectation.
J kOUL

These regularity conditions ensure that the log-likelihood function meets some basic requirements for
being “well-behaved” so that its moments and derivatives exist.

When these regularity conditions are met and the distributional assumption is valid, the MLE has the
properties listed above, which are described in more detail below.% In this and future sections, 6 denotes
the MLE, 6y denotes the true values of the parameters, € denotes any arbitrary set of parameters, and
Ep[-] denotes the expectation based on the true parameters values.

Consistency The MLE converges in probability to the true parameters values:
62 0,

In words, as the sample size increases to infinity, the MLE becomes vanishingly close to the true parameter
values.

Asymptotic normality The MLE is asymptotically normal with a mean at the true parameter values

and known variance: .
~ 4 9% 1n L(6y) a
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In words, the asymptotic distribution is centered at the true parameter values and its variance depends
on the curvature of the log-likelihood function.

Asymptotic efficiency The MLE is asymptotically efficiency and achieves the Cramér-Rao lower
bound: R
Var(0) = I(6y)!

where I(6;)~ ! is the Cramér-Rao lower bound for the variance of a consistent estimator. In words, no
consistent estimator has lower asymptotic variance than the MLE.

6. For the proofs of these properties, see William H. Greene. 2018. Econometric Analysis. Eighth Edition. Pearson.



Invariance The MLE is invariant to one-to-one-transformations of 0. In other words, the MLE of

-~

Yo = ¢(0p) is ¢(@), so long as ¢(0y) is continuous and continuously differentiable. That is, the MLE of

~

a function of 6 is the function applied to the MLE of 6, 6.

5 Variance estimator for a maximum likelihood estimator

From the asymptotic normality property of the MLE, the asymptotic variance of the MLE is

~ 2 n -1
Var(@) = {—EO [831902220)] }

Note that this variance-covariance matrix is evaluated at 6, the true parameters values. We do not
know the true parameter values, however—if we did, we would not need to estimate them. Thus, we
will need an estimator for the MLE variance-covariance matrix. To better understand this estimator, it
is first helpful to describe two aspects of the asymptotic variance of the MLE.

The innermost term of the MLE asymptotic variance expression—the term inside the expectation
operator—is the Hessian of the log-likelihood function with respect to the parameters. This Hessian
is a square matrix that contains the second derivative of the log-likelihood function with respect to all
pairwise combinations of parameters:

9*InL(6y) 62InL(p) = 02InL(6)
, 020 00,902 00190,
82InL(6y) 92InL(6)) 82 1n L(6)
2 .
0"In L(6o) _ | ~50:00; 576, 50,00,
00,080, : ; L :
9*InL(6y) 0%InL(fp) = 0%InL(6)
96100y, 90200}, 020y,

This matrix describes the curvature of the log-likelihood function around the true parameter values.

The Fisher information matrix measures the amount of information that our data, y and X, contain
about the unknown parameters to be estimated. This matrix is denoted I(6y) and is defined

I(Oo) _ EO [8IDL(90) 81nL(00)}

96, 06,

The information matrix equality states that this Fisher information matrix is equal to the negative of
the expectation of the Hessian of the log-likelihood function:

B, [BlnL(Oo) alnL(ao)} __E, [a? 1nL(90)]

6, 06, 96,00},

Note that the right-hand side of this equality is the term that is inverted in the expression of the MLE
asymptotic variance. Thus, this single Hessian is sufficient to calculate the asymptotic variance.” Ad-
ditionally, the Fisher information matrix is the inverse of the Cramér-Rao lower bound, from which we
can see the efficiency of the MLE.

7. The MLE is part of a family of estimators known as M-estimators. Most M-estimators have a “sandwich” variance
estimator that requires more than this single Hessian.

10



As noted above, to calculate the asymptotic variance of the MLE, the Hessian must be evaluated at

the true parameter values, and we must take an expectation based on the true parameter values. We

do not know the true parameter values, however, so we cannot use this expression directly. Instead, an
9% 1n L(6)

estimator for the variance-covariance matrix is
-1
Far@) = | & ImLO)
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That is, we estimate the MLE variance-covariance matrix by evaluating the actual Hessian—not its
expectation—at the MLE.8

6 Model fit and hypothesis tests

6.1 Measures of model fit

Researchers often want to know how well their model and estimated parameters fit the data. For
example, the R? statistic of an OLS regression describes the proportion of the variation in the data
that is explained by the linear model. Several measures exist for ML models, although none have an
interpretation that is as useful or intuitive as the OLS R?.

The likelihood ratio index is the most common measure of fit for a ML model. This index is sometimes
denoted by p and is defined as

~

In L(0)

= 1 e —
P In (0)

where In L(0) measures the fit of a model with only a constant term—all other parameters equal to
zero. The likelihood ratio index measures the log-likelihood of the model relative to two extremes: a
constant term only and a perfect fit. This index looks like the R? statistic from an OLS regression and
has become known as the pseudo RZ. This name is misleading, however, because this metric is nothing
like R? other than also falling in the range of [0,1]. The likelihood ratio index does not provide any
information about the variation explained by the model, other than to say that higher values of p imply a
better model fit, but this is no different from saying that larger values of the likelihood and log-likelihood
function are preferred. The likelihood index ratio provides no additional intuitive interpretation.

Two other measures that are sometimes used to describe the fit of a ML model are the Akaike information
criterion (AIC) and the Bayes (or Schwarz) information criterion (BIC), which are defined as

AIC = —2In L(6) + 2K
BIC =—-2InL(#)+ Klnn

where K is the number of parameters estimated and n is the number of observations. However, these
measures are not model fit measures; they are information criteria. Their use is similar to the likelihood
ratio index—they can compare two models, but the values of the criteria have no intuitive interpretations.

8. There are alternate variance estimators for the MLE that are more robust, but this most basic estimator will be
sufficient for this course.
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6.2 Hypothesis tests

There are three common test procedures to test hypotheses about parameters that use the results of ML
estimation: likelihood ratio test, Wald test, and Lagrange multiplier test. These tests are asymptotically
equivalent, and each can have advantages in certain settings.® Consider the test of hypotheses:

Hoi h(eo) =0

where h(6y) is any set of J parameter restrictions. This specification of hypotheses is fully general. For
example, it can represent a test that parameters equal zero:

w-(2)-)

or a test that parameters equal one another:

(01 —063) (O
or any other hypothesis test about the parameters.

Likelihood ratio test If the hypotheses are true, then the log-likelihood value should be approximately
the same whether the hypothesized restrictions are imposed or not. That is, In L(85) ~ In L(8;;) where
OR is the MLE of the restricted model that is obtained with the hypothesized restrictions imposed and
§U is the MLE of the unrestricted model that is obtained without those restrictions. The likelihood
ratio test draws on this intuition and tests if In L(8) is sufficiently close to In L(8y). The likelihood
ratio test statistic is

~2mm\ =2 (In L(8y) — n L(9x))

where X is known as the likelihood ratio and is defined as
L(Or)
L(6v)

The likelihood ratio test statistic has an asymptotic chi-squared distribution with degrees of freedom
equal to the number of restrictions, J:

—2In A 2 x3(J)

Note that the likelihood ratio test requires estimating two models—the restricted model that is obtained
with the hypothesized restrictions imposed and the unrestricted model that is obtained without these
restrictions—and calculating the log-likelihood value of each model. Once these log-likelihood values
are obtained, the test statistic is simple to calculate.

Wald test |If the hypotheses are true, then the same functional transformations applied to the MLE
should be close to zero. That is, h(60) ~ 0. The Wald test draws on this intuition and tests if h(0) is
sufficiently close to 0. The Wald test statistic is

W = h(0) [HVar(@)H] " h()

9. For the models we use in this course, the likelihood ratio test statistic will tend to be easier to calculate than the
other test statistics, so that will be the primary ML test procedure in this course.
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where H is the J x K matrix of derivatives of h(0) with respect to 8 evaluated at the MLE:

Oh(8)

H =
00" \o—p

The Wald test statistic has an asymptotic chi-squared distribution with degrees of freedom equal to the
number of restrictions, J:
W 2 x2(J)

Note that the Wald test requires estimating only the unrestricted model, but the additional calculations
of the test statistic are more involved than those of the likelihood ratio test.

Lagrange multiplier test If the hypotheses are true, then the MLE of the restricted model should be
close to the MLE of the unrestricted model. The slope of the log-likelihood function at the unrestricted
MLE is zero, so the slope of the log-likelihood function at the restricted MLE should be close to zero.
That is, 9In L(0)/86 ~ 0 when evaluated at the restricted MLE, 8. The Lagrange multiplier test
draws on this intuition and tests if 91n L(6)/06 evaluated at Or is sufficiently close to 0. The Lagrange
multiplier test statistic is
!/
ozﬁj

where IA(éR) is an estimator of the Fisher information matrix evaluated at 8p:

a1n L(6)
00

LM:[ 20

i ] [on)] [8“(")
0=0x

o~ 9%1n L(6
1(6r) = - aaaeff) .

0=03

The Lagrange multiplier test statistic has an asymptotic chi-squared distribution with degrees of freedom
equal to the number of restrictions, J:
LM < x*(J)

Note that the Lagrange multiplier test requires estimating only the restricted model, but the additional
calculations of the test statistic are more involved than those of the likelihood ratio test.
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