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Who Are We?

We are:

• Platform Builders @Alibaba

Kubernetes Engineer

PaaS Engineer

Infra Ops/Engineer

…

YAML Engineer



PaaS  Serverless Middleware Platform

• Well … lots of platforms on top of k8s, in hybrid environments

Alibaba PaaS (EDAS)

Kubernetes

Application developers, operators

We

What Do We Build?

business value

use the platform

Alibaba Cloud Infrastructure
Alibaba Internal 
Infrastructure

Other Clouds/Infrastructures

External 
Customers



Why Do We Build Platforms?

App-Centric API

build, deploy, release

Deployment Pod

ControllerHPA

NodeSidecar

NetworkPolicy CR/CRD

App-Centric Abstractions

scaling
• auto scale +100 

instances when 
latency > 10%

rollout
• promote the canary 

instance with step 
of 10%

 HorizontalPodAutoscaler

 CustomMetricsServer

 Prometheus
Service Monitor

 Istio
Virtual Service

Deployment  Ingress Service

App-Centric User Interfaces

YAML 

GUI CLI IaC

YAML

YAML 

YAML 

what our platforms provide

what k8s provides

Application developers, operatorsBring application context back to k8s!



OK, Show Me Your Platform!

Demo: the first glance of                     
https://github.com/oam-dev/kubevela



Tell Me More About Your Platform?

KubeVela aims at both developers and platform builders

developers
code build deploy release

target k8s cluster

Application

platform builders

capabilities

• traffic shifting
• domain
• canary
• blue-green
• …

• workload
• storage
• ingress
• autoscaling
• …

• Dockerfile
• Buildpack
• …

• Developers: 
• here’s my code, please ship it!

• Platform Builders: 
• how can I assemble capabilities 

of k8s into a developer friendly 
platform at ease?

ship it!



Design Principles of KubeVela

• Application-Centric

• We believe “application” should be the main (maybe the only?) API our platform exposes to users.

• Capability Oriented Architecture (COA)

• Every feature in KubeVela is a independent plugin (either a k8s built-in resource or your own CRD controller).  

• e.g. Alibaba use KubeVela adopts Flagger as rollout trait, KEDA as autoscaling trait

• Highly extensible, even for its user interface

• When a new capability is installed, it should immediately consumable by end users without re-compiling or re-installing 

KubeVela.

• e.g. KubeVela’s Appfile



So, KubeVela in Nutshell

Application Capabilities

Workload Types

Traits

Scaling

Rollout

Route

Metrics

Traffic

apply to

Deployment, StatefulSet, CloneSet, CRD Operators ...

My Own CRD controller

Web Service Task

My Own

End Users

Extensible UI “Application” as the main API Capability discovery and management



Introducing Appfile

• Simple

• Think about docker-compose but for 

Kubernetes.

• Designed to ship (build -> release) cloud 

native app by one click.

• Extensible

• Every section in Appfile references a 

independent capability definition

• CUE based

• The schema of each section is enforced 

by CUE template defines in capability 

definition.

Capability Definition 1

Capability Definition 2



Architecture of KubeVela

CUE based templating engine

Appfile/CLI/Dashboard

End Users

Workload Types Traits

Autoscaling Rollout RouteWeb Service

KEDA 
ScaledObject 

Controller

Flagger Canary 
Controller

Route Controller
Deployment

Service Revision

apply to
Open Application Model 

(OAM)

End Users

CRDCRD Registry

Definition Objects

capability 
management



Summary

• KubeVela

• For developers: a app-centric platform (micro-PaaS?) to ship application to k8s cluster on any cloud or infrastructure.

• For platform builders: a highly extensible engine to build such app-centric platforms in k8s native approach.

• Project Status

• Developer Preview stage with features still WIP, NOT ready for production.

• Roadmap: https://github.com/oam-dev/kubevela/projects/1

• v1.0.0 release targets at Dec. 2020

• Current feature set:

• Appfile, CLI, dashboard (preview)

• Web Service & Task workload types,  Route, Rollout (Flagger) & Autoscaling (KEDA)

• Community

• Gitter: https://gitter.im/oam-dev/
• Slack: https://cloud-native.slack.com/messages/kubevela/

https://github.com/oam-dev/kubevela/projects/1
https://cloud-native.slack.com/messages/kubevela/


Thank you!

•                   is initialized by open source community since day 0 

with bootstrapping contributors from 8+ different organizations. 

• We intend to donate KubeVela to neutral foundation at early stage.

https://github.com/oam-dev/kubevela/graphs/contributors

