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We are:

() P I atfo rm Bu i Id e rs @ AI i b a b a How Does Alibaba Ensure the Performance of System Components in a

10,000-node Kubernetes Cluster?

Alibaba Developer October 24, 2019 o 23,653 o

This article looks the problems and challenges that Alibaba Cloud overcame for Kubernetes to function at an ultra-

KU be rneteS E ngi nee r large scale and the specific solutions proposed.

P a a S E n gl n ee r By Zeng Fansong, senior te.chmz?al expert for the Alibaba Cloud Container Platform, and Chen Jun, systems
technology expert at Ant Financial.

YAM L E ngl neer This article will take a look at some of the problems and challenges that Alibaba and its ecosystem partner
I nfra O pS/ E n gl neer Ant Financial had to_overcome for Kuber_netes to fl.mction properly at mass scale, and will c‘over.the solutions
proposed to the various problems the Alibaba engineers encountered. Some of these solutions include
improvements to the underlying architecture of the Kubernetes deployment, such as enhancements to the
performance and stability of etcd, the kube-apiserver, and kube-controller. These were all crucial for Alibaba
to ensure the support needed for the 2019 Tmall 618 Shopping Festival to take full advantage of the 10,000-
node Kubernetes cluster deployment. They are also important lessons for any enterprise interested in
following Alibaba's footsteps.
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* Well ... lots of platforms on top of k8s, in hybrid environments
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Application developers, operators

.

Bring application context back to k8s!

App-Centric API App-Centric Abstractions App-Centric User Interfaces
R - - - R ling rollout ~ =
it push | | compile | | smke | | staging o OM Il
what our platforms provide | = - e e i 2%
,,,,,,,,,,, ; instances when .
: . of 10%
build, deploy, release = = - 10% cul

- HorizontalPodAutoscaler Prometheus
Deployment “ Service Monitor
what k8s provides .
HPA Controller .
Deployment_l— Service Ingress

CustomMetricsServer

Virtual Service
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OK, Show Me Your Platform! S Virleal
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Demo: the first glance of KubeVela
https://github.com/oam-dev/kubevela
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KubeVela aims at both developers and platform builders

ship it! Application

developers S build el TECESC target k8s cluster
* workload * traffic shifting
SO NORSN . storage . domain
e Developers: : » Dockerfile * ingress * canary capabilities
* here’s my code, please ship it! * Buildpack * autoscaling * blue-green
. * Platform Builders: c .
: * how can | assemble capabilities

of k8s into a developer friendly it ‘b y
platform at ease? platform builders
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* Application-Centric
* We believe “application” should be the main (maybe the only?) API our platform exposes to users.

 Capability Oriented Architecture (COA)

® Every feature in KubeVela is a independent plugin (either a k8s built-in resource or your own CRD controller).

* e.g. Alibaba use KubeVela adopts Flagger as rollout trait, KEDA as autoscaling trait

* Highly extensible, even for its user interface

* When a new capability is installed, it should immediately consumable by end users without re-compiling or re-installing
KubeVela.

* e.g. KubeVela’'s Appfile
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. Deployment, StatefulSet, CloneSet, CRD Operators ...
End Users

Scaling oo
; RO”OUt Sl w
Web Service Task QREVLY Route f|e-f-vvieon NGiNX

: My Own
—> — o

Workload Types

.n N
l “ """"""""" CRD controller
o Traits
KubeVela Application : Capabilities

Extensible Ul “Application” as the main API Capability discovery and management
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definitionRef: :
name: deployments.apps North America 2020
extension:
template: |
parameter: #webservice
#webservice: {
// +vela:cli:enabled=true

£ ’
1 n apiVersion: core.oam.dev/vialpha2 w
kind: WorkloadDefinition
metadata:
name: webservice

// +vela:cli:usage=specify commands to run in container

services: . ............. N
:EXpreSS_Server: - env: [...string] -
i : * Simpl
files: [...string]
image: oamdev/testapp:vl } e
docker: 5 outputs i
file: Dockerfile -~ Wi rocpiogments
at : . : .
context: . : * Think about docker-compose but for
. spec: {
. selector: {
- matchLabels:
cmd: ["node", "server.js"] : : context.
' Ist1 ¢ o et Kubernetes.
template: {
metadata:
- labels:
: . : & )
domain: example.com : ZPHconteit.rone

o Designed to ship (build -> release) cloud

containers: [{
name: context.name

http: # match the longest prefix !
"/": 8080

image: context.image

s native app by one click.

env: Capability Definition 1
- FOO=bar ¥

.
o - bl

— F002=sec:my-secret # map the key sam XtenSI e

— F003=sec:my-secret:key # map specifi apiVerstan: core.oom. sev/vialphez

- sec:my-secret # map all KV pairs fro MEZ:Z?LW

T * Every section in Appfile references a

name: routes.standard.oam.dev

files: # Mount secret as a file

T /mpaisecysecret - independent capability definition
#route: {
scale: domain: string

http: [stringl: int

= }
replica: 2 * CUE based
. 1 h 18 L tput: d th 1t T
auto: # automatic scale up and down ba o iy 0 LA C G GO A B
range: "1-10" P
cpu: 8@ # if cpu utilization is abov ot

name: context.name

qps: 1000 # if qps is higher than 1k e * The schema of each section is enforced
pui::a:z :[:on!ex!.name

canary: # Auto-create canary deployment. for k, v in paraneter.http {

by CUE template defines in capability
replica: 1 # canary deployment size targetPort: v

headers: Capability Definition 2
- "foo:bar.x" ¥

definition.
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Architecture of KubeVela

g End Users

Appfile/CLI/Dashboard

Urlust

| Workload Types : | Traits :
| ! apply to | N/ | :
| v : | | - Open Application Model
I Web Service | | Autoscaling Rollout Route | (OAM)
I I I I
e e e e e e e e e ——— - - 1 e e e e e e e e e e e e ————— = - 1
Y y v v
Deployment KEDA | | - b
ScaledObject Flacgfstrr(;ﬂz?ry Route Controller
Service Revision Controller
Definition Objects
X
' .......... L capabil ity
CRD Registry K=DA y/ > CRD management

Crossplane
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e KubeVela

* For developers: a app-centric platform (micro-PaaS?) to ship application to k8s cluster on any cloud or infrastructure.

* For platform builders: a highly extensible engine to build such app-centric platforms in k8s native approach.
* Project Status

* Developer Preview stage with features still WIP, NOT ready for production.

* Roadmap: https://github.com/oam-dev/kubevela/projects/1

. v1.0.0 release targets at Dec. 2020
* Current feature set:
* Appfile, CLI, dashboard (preview)
* Web Service & Task workload types, Route, Rollout (Flagger) & Autoscaling (KEDA)

e Community

* Gitter: https://gitter.im/oam-dev/
» Slack: https://cloud-native.slack.com/messages/kubevela/



https://github.com/oam-dev/kubevela/projects/1
https://cloud-native.slack.com/messages/kubevela/
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* KubeVela IS initialized by open source community since day O

with

Thank youl!

* We intend to donate KubeVela to neutral foundation at early stage.


https://github.com/oam-dev/kubevela/graphs/contributors

