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@ layer5.io/landscape

It's meshy out there.




Strengths of Service Mesh

N\l

Linkerd

Time to Value,
Performance

Implementations

A G
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Istio el NGINX Service Mesh
Powerful Support for Interoperability
Feature Set, Non-Kubernetes with Existing
Extensibility Workloads Ingresses
a sample

North America 2020

Network Service Mesh

Layer 2 and
Layer 3
Functions

Different tools for different use cases
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CloudNativeCon

Service mesh abstractions == =

Virtual
Service Mesh Interface Multi-Vendor Service Mesh
(SMI) Interoperation (Hamlet)
A standardinterface for A set of APl standards for
service meshes on enabling service mesh
Kubernetes. federation.

AVAVA.
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Meshery is interoperable with these abstractions. LAYER
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Decoupling at Layer 5 s .8,
where Dev and Ops meet Virtual

Empowered and independent teams can iterate faster LAYER
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NESHERY

THE MULTI-MESH MANAGTER
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MULTI-MESH MANAGER
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<//. Service Mesh Interface

« Standard interface for service mesh on Kubernetes Traffic Split

* Basic feature set for most common mesh use cases Traffic Specs

* Extensible to support new features Traffic Metrics

* Space for the ecosystem to innovate Traffic Access Control

Four API specifications LAYER




Service Mesh i

v Learn Layer5 sample ay
used for validating test as

Service Mesh Version SMI Specification Capability

v Defines compliant behavior. “ . —
v Produces compatibility matrix. ‘

v Ensures provenance of results. -

v Runs a set of conformance tests.

v Built into participating service
mesh'’s release pipeline.

edge-20.7.5

Rows per page: 10 v 16016

4’(’ Operate and upgrade with confirmation of SMI compatibility LAYER
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@ Performance
& Resuits Service Mesh Interface Conformance Results m
onformance
Service Mesh Service Mesh Version % Passed Status
B sMi Results
>— Management Thursday, October 22, 2020 8:59 PM ‘Open Service Mesh completed
(S Consul
A Istio Specification Assertions Version Capability Result Reason

RS0 Linkerd
traffic-

@) Network Service Mesh SCIESS

°Oc

Citrix Service Mesh

15.775600146s alphaiivl Passing

traffic-split 35.849463067s alphaiivl Passing

no matches for kind "TrafficTarget" in
version "access.smi-spec.io/vialphai"

¥ Open Service Mesh traffic-spec 1m 16.7s alphaiivi

u Kuma

Q) NGINX Serv

Failing

Thursday, October 22, 2020 7:32 PM ‘Open Service Mesh completed

|'_,/' Community Specification Assertions Version Capability Result Reason

traffic-
access

traffic-split 35.527540243s alphativl Passing
0 matches for kind "TrafficTarget"
e I I I O traffic-spec 1m17.4s alphativ Failing MBI LR LA A LY

version "access.smi-spec.iofvialphal”

17.618919267s alphaiivi Passing

Rows per page: 10 ~ 1-20f2

(<] 3uilt @ by the L

SMI Conformance application - github.com/layer5io/learn-layer5 LAYER




Service Mesh Performance

/
/
/ e benchmarking of service mesh performance

e exchange of performance information from system-to-

S m P system / mesh-to-mesh

e apples-to-apples performance comparisons of service
mesh deployments.

® 3 vendor neutral specification for capturin : :
P P & e MeshMark - a universal performance index to gauge a

details of infrastructure capacity, service mesh service mesh’s efficiency against deployments in other

configuration, and workload metadata. AR ENE EH s

@ https://smp-spec.io LAYER




8 B
An optimization game
with many variables g V@d

Data plane performance depends on
many factors, for example:

Number of client connections
Target request rate

Request size and Response size
Number of proxy worker threads
Protocol

CPU cores

Number and types of proxy filters

Proxy sidecar4—+ App Container

Data Plane
([ ] [ ) [ ] [ ] [ ] [ ] [ ]

Latency, throughput, and the proxies’ CPU and memory consumption affected by these factors LAYER
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CloudNativeCon

Comparing types of s

KubeCon

Data Plane filtering Virbunt

SEETIS

Proxy sidecar<—+ ﬁ Client Library . App Container

Data Plane

WA Proxy sidecar4—+ App Container

Jo9MOd
Data Plane

Proxy sidecar 4—+App Container

Data Plane

Comparing approaches to data plane filtering LAYER




Compari f functi I
omparing types of functions
% Proxy sidecar4—+App Container Path'based rOUting
g
D
v v I
% S é% Prox sidecar4—+A Container Round r0b°ln
= = ’ s load balancing
(_2 Q
é: Proxysidecar4—+App Container COnteXt'based rOUting
a

Understanding the trade-off between power and speed LAYER




Service Mesh Performance ;=

S‘é; https://smp-spec.io LAYER




Performance Testing e B
Best Practices Virtual

- easily reproduce tests
- persist test results
/ - use different load generators
- baseline and compare over time
- test your workloads on and off the mesh
- tweak configurations and try again
- manage 9 different service meshes and counting...

A/
NAA/
VAVAVAVY

A\ /\4

https://meshery.io LAYER




Hamlet 2|2

service catalog federation Virtual

Hamlet specifies a set of API standards for
enabling service mesh federation.

Specifications:

API to authenticate and securely distribute resources between federated service meshes.

API to discover, reach, authenticate, and securely communicate with federated services.

@ https://github.com/vmware/hamlet LAYER
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by the Book Virtual
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Service Mesh Patterns LiSt Of SerViCG mGSh
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Service Mesh Functionality == ==~

Traffic Control

content-based traffic steering

control over chaos

Observability Security

what gets people hooked on service metrics identity and policy

Expect more from your infrastructure LAYER




Why use a Service Mesh?

to avoid...

Bloated service (application) code

Duplicating work to make services production-ready

= Load balancing, auto scaling, rate limiting, traffic routing...

e |nconsistency across services

= Retry, tls, failover, deadlines, cancellation, etc., for each language, framework

“r

KubeCon

N

CloudNativeCon

North America 2020

Vlual

= Siloed implementations lead to fragmented, non-uniform policy application and difficult debugging

Diffusing responsibility of service management

LAYER




Service Mesh

\ Architectures




o £ e« Provides multi-mesh federation, backend system
S e rVI Ce M eS h GEJ integration, expanded policy and governance, continuous
(O]
. %‘0 o delivery integration, workflow, chaos engineering,
=
Arc h I teCtu re gg configuration and performance management.

¢ Provides policy, configuration, and platform integration.

(]
Ec e Takes a set of isolated stateless sidecar proxies and turns
(a1
el them into a service mesh.
§ e Does not touch any packets/requests in the data path.
1= " L
1 o1 , 12
P2 e Touches every packet/request in the system. . 2
(] (V]
. é I 1 £ « Responsible for service discovery, health checking, : 5 :
! I | = L S
1 Y o routing, load balancing, authentication, authorization, and (I
() © 1 L1
| %0 v | B observability. 1 50
1o Jd e

You need a management plane. LAYER -
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//» I m a g e H u b KubeC::nhA:L:::::;ﬁvecon
' a sample app Mﬁé;ﬂg
Functionality In the app In the filter
User / Token

Subscription Plans
Plan Enforcement

O github.com/layer5io/image-hub LAYER
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CloudNativeCon

|\

Hub Ul Service 1 : Image Storage Service
1

1
Hub Ul Pod : . Image Storage Pod

’:sga E Hub Ul v : E Image Storage
S  —— < . ——) , | |
‘gaf Container : ! Container

O github.com/layer5io/image-hub LAYER:




” Image Hub on a Service Mesh == s
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O github.com/layer5io/image-hub




Consul Servers

Follower Follower Consul Client
Leader Agent

G:-: Consul

Control Plane

Architecture
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Consul Servers

G:-: Consul

(0]
c
©
o
o Follower Follower Consul Client
= intentions )
5 Leader Agent
° O
Architecture 1
node
o e
=l B
o [@]
[ il il I |
1 Service Foo 1 ! Service Bar :
1 1
1 )
o , E Foo Pod E , Bar Pod :
application traffic : S : : " . :
. Proxy Side = — Proxy Sidecar g
: : : :
1 1 1 ]
1 1 1 1
1 1 1 1
(] 1 I I 1 X 1
= : Foo Container : : Bar Container :
o ! ! : :
o 1 1 ! 1
+J ] 1 ] 1
© L e e e e e = e e e e e = e = e = = J e e e e e e e e e e = = == J
()

application namespace

@ layers.io/service-mesh-architectures — == Controlflow memmmfpy APPICAION 1 \ypqpy Fifrer LAYER




AN
AN

£
Wr
CloudNativeCon

_” Image Hub on Consul

with a Rust-based WASM filter Z @Z
LN N J
d.===. Consul Servers
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- node
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O github.com/layer5io/image-hub I WASM Filter LAYER;E
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with a Rust-based WASM filter V@g
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What is WebAssembly?  ««

for the web, malware and beyond 2 ”’,W

(™
R

CloudNativeCon

e A small, fast binary format that promises near-native
performance for web applications.
e Most modern browsers support it.
e Safe and sandboxed execution environment.
WA e Over 40 languages that support WASM as a compilation target.

e Originally used to speed up large web-applications.

@ webassembly.org LAYER
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response time Virteal
Bucket 1 Bucket 2 Bucket 3 Bucket 4
In the presence of Bucket 1... ...take your largest segment by count and divide by your

number of cores

identifying your optimal configuration for most requests LAYER




Consul sidecar + app memory usage
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Istio sidecar + app memory usage
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Linkerd sidecar + app memory usage
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Understand value vs
overhead

Comparison

hitp://10.199
(5 actual) 2 connections for 3

Cumulative
3: Cumulative %
Histogram: Count

n: Count

Histogram: Count

160

: Cumulative % M B: Cumulative % M A: Histogram: Count M istogram: Count
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KubeCon | CloudNativeCon

Europe 2020

Vbeal

Service Mesh

Architecture

|
-
|
-

Touches every packet/request in the system.

Responsible for service discovery, health checking,

routing, load balancing, authentication, authorization, and

gress Gateway
Data Plane
Egress Gateway

observability.

"' In
L

L
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Service Mesh

Architecture

|
-

:_ Ingress Gateway

<
\

AN

“r

KubeCon | CloudNativeCon

Europe 2020

Vbeal

Provides policy, configuration, and platform integration.

|
-

(D]

f:% e Takes a set of isolated stateless sidecar proxies and turns

Tg them into a service mesh.

§ . Does not touch any packets/requests in the data path.
. Touches every packet/request in the system.

2 . Responsible for service discovery, health checking,

é; routing, load balancing, authentication, authorization, and

;§ observability.

Egress Gateway

I
L

No control plane? Not a service mesh.
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AN

Comparing types of S

KubeCon

Data Plane filtering Virteat

CloudNativeCon
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?—U »Client Library .= App Container

©
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?—U Proxy sidecar App Container '
©
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Proxy sidecar4—+ App Container WA

Data Plane
R

Comparing approaches to data plane filtering W\4aT &




