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SIG-Scheduling Deep-Dive

- Day 1/2/3 of operating kube-scheduler



Lead-in
• A thousands ways of view Scheduler
• Day 1, Day 2 and Day 3 of operating Kubernetes scheduler



Day 1 – App developer
• Audience: users who write & deploy containerized application onto k8s
• Goal: Understand kube-scheduler basics, identify whether it's a 

scheduler issue, and how to use scheduler features
• Non-Goal: Understand scheduler internals



Day 1 – Kube-scheduler
• Kube-scheduler: Assign Pods to Nodes



Day 1 – Scheduler Do's and Don'ts
• kube-scheduler do's and don'ts
🚫Quota enforcement
🚫 Spinning up / scaling down replicas of a Deployment/StatefulSet/etc.
🚫 Evict Pods upon OutOf {Memory|Disk|CPU} error
🚫 Taint nodes (kubectl taint node, or upon {Memory|Disk|CPU} pressure)
🚫 Reschedule / Rebalance running Pods1

Find the best Node for pending Pods
Preempt low-priority Pods to make room for high-priority Pods

1 A sub-project of sig-scheduling covers it: https://github.com/kubernetes-sigs/descheduler

https://github.com/kubernetes-sigs/descheduler


Day 1 – Filtering
• Filtering – Hard Constraints, i.e., I need my Pod to:

• To have 2Gi memory and 1 core CPU
• Co-exist with some kinds of Pods
• To tolerate taints with effect "NoSchedule"
• ...

• All hard constraints are ANDed
• (Almost) All hard constraints are from pod's spec – i.e., specified by the 

user



Day 1 – Scoring
• Scoring – Soft Constraints, i.e., I prefer

my Pod to:
• To be scheduled to a node which has SSDs
• Not to co-exist with some kinds of Pods
• …

• Based on the soft constraints, each 
filtered Node gets a Score

• sum(score) for each filtered Node, and 
pick the highest score

• Soft constraints have 2 sources
• Pod's spec
• Implicit scheduler config, e.g., 

NodeResourcesLeastAllocated



Day 1 – Preemption
• What if no node can satisfy all the Hard Constraints?
• Preemption

• High-priority Pods are eligible to preempt low-priority Pods



Day 1 – Scheduling Flow



Day 2 – Cluster admin / Devops
• Audience: cluster admin / devops
• Goal: master scheduler configuration best practices, understand 

scheduler framework basics to make the most of kube-scheduler
• Non-goal: writing additional scheduler extender / plugin code



Day 2 – Configurations
• KubeSchedulerConfiguration (--config <config file>) over CLI args

• v1alph1 (<= k8s 1.17)
• v1alph2 (k8s 1.18)
• v1beta1 (k8s 1.19)
• Legacy policy file based config vs. plugins based config

<= k8s 1.18

Predicate/Priority 
Based

>= k8s 1.18

Framework Plugin
Based

VS.

https://kubernetes.io/docs/reference/scheduling/config/
https://github.com/Huang-Wei/sample-scheduler-extender/blob/master/manifests/hack-local/scheduler-extender-config.yaml
https://github.com/kubernetes-sigs/scheduler-plugins/blob/master/manifests/noderesources/scheduler-config.yaml


Day 2 – Policy-based config

• https://kubernetes.io/docs/reference/sc
heduling/policies/

• Will be deprecated
• Provide config and policy yaml
• Policy API are not user-friendly – have a 

specify a full list of predicates/priorities 

https://kubernetes.io/docs/reference/scheduling/policies/


Day 2 – Plugins-based config
• https://kubernetes.io/docs/reference/scheduling/config/
• Aligned with scheduler framework
• User friendly - enable/disable plugins
• Support multi-profile config

https://kubernetes.io/docs/reference/scheduling/config/


Day 2 – Multi-profile scheduler



Day 2 – Dive a bit deeper
Associate scheduler feature/behavior with the specific 

plugin(s)



Day 2 – Enabled plugin list



Day 2 – Disabled plugin list



Day 2 – Wrap-up
• Understand plugins and plugin arguments
• Some global settings:

• percentageOfNodesToScore
• What's new

• DefaultTopologySpread: beta in 1.19
• Prioritizing nodes based on volume capacity [KEP 1845]
• Try out .status.nominatedNodeName as a shortcut [KEP 1923]
• [Draft] Simplified version of topology manager in kube-scheduler [#1858]
• [Draft] Add default node affinity constraints to NodeAffinity plugin [#95738]

• 🎉 Eventual goal: offer an out-of-box "multi-flavored" scheduler

https://github.com/kubernetes/enhancements/issues/1845
https://github.com/kubernetes/enhancements/issues/1923
https://github.com/kubernetes/enhancements/pull/1858
https://github.com/kubernetes/kubernetes/issues/95738


Day 3 – Enthusiast / Innovator
• Audience: scheduling enthusiast / innovator
• Goal: extend scheduler to fit diverse workloads, by writing as minimum 

code as possible
• Non-Goal: start from scratch to write a secondary scheduler



Day 3 – Deep dive into scheduler 
framework

Master details of each extension pointWhat's new
• Refined PostFilter in 1.19
• Permit in scheduling cycle
• Merge Reserve And Unreserve
• 🎉 GA in 1.20 🎉



Day 3 – Build your own scheduler



Day 3 – scheduler-plugins
• scheduler-plugins: a sig-scheduling sponsored project

https://github.com/kubernetes-sigs/scheduler-plugins


Contact Us
• SIG-Chairs

• @ahg-g, Google
• @Huang-Wei, IBM

• Home page
• Slack channel: #sig-scheduling
• Mailing list
• Weekly meeting

https://github.com/kubernetes/community/tree/master/sig-scheduling
https://kubernetes.slack.com/messages/sig-scheduling
https://groups.google.com/forum/
https://docs.google.com/document/d/13mwye7nvrmV11q9_Eg77z-1w3X7Q1GTbslpml4J7F3A/view


Q & A




