
Kevin Yang, Lyft

Kubernetes CronJobs
Does Anyone Actually Use This [In Production]?



Kevin Yang
Software Engineer, Lyft 

       @yangkeIO 
        
       kyang@lyft.com 

http://twitter.com/yangkeIO
mailto:kyang@lyft.com


@yangkeIO

Motivation
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What is this talk?
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Why should you care?
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Story Time



@yangkeIO



@yangkeIO



@yangkeIO



@yangkeIO



@yangkeIO



@yangkeIO



@yangkeIO



@yangkeIO



@yangkeIO



@yangkeIO



@yangkeIO



@yangkeIO

What did these experiences tell us?

• Can fail in many ways:


• TooManyMissedStarts 

• API client rate-limiting


• …


• CronJobs are difficult to monitor, understand, and debug
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What we did
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https://github.com/lyft/kubernetes/pull/13
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Ok, so what does this mean for 
me?
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What do your users need?
Alerts

• Cron did not run on schedule


• Cron ran but failed


• Cron ran but took longer than usual
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What do your users need?
Failure recovery

• Ability to re-run a failed CronJob
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On Evaluating Cron Solutions
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What should the User Experience 
be?
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What should the Operator 
Experience be?
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To Conclude…



Not all hope is lost
KEP to graduate CronJob to 
GA

https://github.com/kubernetes/enhancements/tree/master/keps/sig-apps/19-Graduate-CronJob-to-Stable
https://github.com/kubernetes/enhancements/tree/master/keps/sig-apps/19-Graduate-CronJob-to-Stable
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Kubernetes is no silver bullet
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Thank You!
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