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Agenda

 

Brief intro to                                  architecture
Inside the Unified Analytics Platform

Private link introduction

Journey to support Azure Private Link

Serving IPv6 traffic in Kubernetes without enabling IPv6 feature in Kubernetes 



 
▪ Founded in 2013 by the original creators of Apache Spark

▪ Data and AI platform as a service for 6000+ customers

▪ 1500+ employees, 300+ engineers, >$350M annual recurring revenue

About 



 

Product – unified analytics platform

Data scientists Data engineers Business users
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                                 control plane
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Analytics Workflow scheduling Cluster management Admin & Security

Reporting, 
Business Insights



many regions on multiple clouds...



 

That’s the Databricks control plane

100,000s of users 100,000s of Spark clusters per day

Millions of VMs launched per day Exabytes of data processed per 
day

3 deployment models 2000+ self managed 
Kubernetes clusters



Data Platform

The Databricks data platform
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What   is Private Link?
Traffic does not route via Internet to reach to services
Customers feel safe and private (Strong customer ask for SaaS products)
All major cloud providers offer this feature 

Azure Private Link allows secure communication between private networks over Azure’s private internet

Private Endpoint 
• A network interface that connects privately a Private Link service
• Access to service behind Load balancer via Cloud provider networks



https://docs.microsoft.com/en-us/azure/private-link/private-link-service-overview

Azure Private Link



use cases



 

Private Link Infra: IPv6 support

Databricks is a first party service on Azure 
•

• Databricks appears as a native service in Azure
• Creating a Databricks workspace is as easy as creating VMs, databases in Azure

• Azure provides two private link support models
• Third party offering – available to all Azure customers
• PaaS version of Private Link (deeper integration)

• It appears to customers as routed over IPv4
• Traffic is carried over IPv6 between VNets

• Azure IPv6 support: VNet, subnet, LB, VMSS (virtual machine scale set) all support dual-stack
• Requirement: Control plane needs to accept IPv6 traffic

Challenge:
• Control plane services are completely running on Kubernetes
• 2 high level options

• Proxy: convert IPv6 to IPv4 outside Kubernetes
• Enable IPv6 on Kubernetes 



Kubernetes  at  

Databricks control plane is not using managed Kubernetes (not AKS)
• Databricks is multi-cloud, we want to be consistent across different cloud providers

• Always same OS, kernel, Kubernetes versions on all cloud providers
• More controls over the whole infrastructure, easier to support our own services

• Bake Unified Kubernetes VM Image (UKI) and VMs can self bootstrap into Kubernetes clusters
• Bootstrap secrets rely on HC-vault

Configurations
• Disable IPv6 in the kernel
• CNI: 
• Container runtime:    
• Kubernetes version: V1.16
• Load balancer in Azure: One single LB, each k8s service adds LB rules
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Option 1: Proxy outside Kubernetes

Proxy solution
• Used by some Azure internal services

• A dedicated Load balancer (LB2) / VMSS outside Kubernetes as Kubernetes cannot accept IPv6
• Proxy terminates IPv6 and use IPv4 to talk to Kubernetes LB (LB1) 

• Challenges:
• How to deploy? VM image or container? 

• VM: one more image to mange, Container: docker commands via scripts?
• How to monitor? Metrics & logging?



Databricks Control Plane

Core VNet

“Transit” Vnet
Customer

IPv6 (PL)

IPv4 
Public

API 
Proxy

Dual-stack

LB1

Webapp
Cluster 
Manager

Metrics & 
Logging

Option 2: Kubernetes support IPv6

Native IPv6 support
• Kubernetes needs to enable dual-stack feature 
• Simpler architecture
• Challenges:

• Stability: Alpha feature in k8s v1.16 (beta targeting v1.20)
• Overkill: Only several frontend pods/services needs IPv6 support
• Could be huge engineering effort (prototyping, testing, etc)

https://kubernetes.io/docs/concepts/services-networking/dual-stack/


Dual-stack on Kubernetes

• Not to be confused with IPv6 single stack feature which entered alpha in v1.9 and moved to beta in v1.18
• Alpha feature starting v1.16 but mostly stable
• Assign both IPv4 and IPv6 to every pods, but each Service must be for a single address family
• Not entering beta due to pending discussions on service APIs

• Networking prerequisites
• Kubernetes nodes / host level networking must support dual stack (Azure VMSS does support)
• CNI must support dual stack (flannel doesn’t support)

• Kubenet and Calico should support dual stack (vary by cloud provider)

• Proxy solution seems a better option for our use case in the short term
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Option3: Combining the 2 options? 

Revisit proxy solution, can we move the proxy into Kubernetes?
• We can get deployment and monitoring for free
• LB does support dual-stack, 2 LBs can be combined into one
• VMSS also support dual-stack, only Kubernetes (flannel) does not support

How about deploy the proxy as pods using Kubernetes and give VM networking to the pod?
• Will host networking work for dual-stack? It should?

Private 
Link Proxy

IPv6 

IPv4 

IPv4 



Solution
• Provision IPv6 CIDR on VNet / Subnet
• Provision private link IPv6 IP and attach to the LB used by Kubernetes
• Provision a VMSS with Kubernetes VM image that enables IPv6

• Add IPv6 to VMSS nic to make it dual-stack
• If using Terraform

• Azure provider 2.0
• Use Terraform resource azurerm_linux_virtual_machine_scale_set

• Else
• Use AZ CLI to add IPv6 after VMSS provisioned (before scale up instances)

• This VMSS bootstraps into a dedicated node pool in Kubernetes
• Add the VMSS to a separate LB backend pool
• All the IPv6 IPs on VMs are internal IP, public IPv6 IP can only put on the LB

• Deploy privatelink-proxy as a general Kubernetes deployment to the dedicated node pool
• Setup proxy pods to use host networking, it will use eth0 of the VM and get both IPv4 and IPv6
• nginx proxy listens on port 443
• If PodSecurityPolicy is enabled, HostNetwork needs to be configured in the policy.



Solution (cont’d)

• Configure LB rules to load balance traffic to proxy pod
• This is usually handled by Kubernetes, but we set it up this time

• Make sure to whitelist private link IPv6 traffic in the Network Security Groups
• Proxy works as a charm!

Benefits:
• Straightforward proxy solution, easy to troubleshoot
• Proxy deployment managed by Kubernetes, easy to update
• Proxy deployment easy to scale by Kubernetes as traffic load increase
• Existing monitoring and logging infrastructure can automatically cover the proxy
• Same solution for Data plane to Control plane traffic



Demo

Proxy template:
hostNetwork: true
Scheduled to “privatelink” node pool

Dedicated node pool “privatelink” in Kubernetes
A VMSS accepts both IPv4 and IPv6 traffic



Dual-stack pod / VM
nginx pod uses hostNetwork Dual-stack

Node level host networking has the same dual-stack interfaces



IPv6 on Azure LB



Azure Databricks via Private link



Recap

• If you need IPv6 traffic support in IPv4 Kubernetes
• Enable IPv6 (Dual-stack) everywhere on Cloud provider Infra 

• Vnet, Subnet, LB, VMSS
• IPv6 to IPv4 proxy 

• Deploy as regular Kubernetes deployment
• Use hostNetwork to receive IPv6 traffic and proxy

• AzureDatabricks private link is in private preview
• Also available in Azure GovCloud!



Q & A

Thank you




