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SIG Cloud Provider

d Owns K8s Cloud Provider Interface (CPl) code and related work

e CPlisresponsible for running all the cloud-provider specific control loops
* Repository that defines CPI - https://github.com/kubernetes/cloud-provider

. Owns all the subprojects formerly owned by SIG-AWS, SIG-AZURE,
SIG-GCP, SIG-IBM Cloud, SIG-Openstack, SIG-Vmware
. Provider IBM Cloud
 Subproject of the Cloud Provider SIG
1 Ensures that the Kubernetes ecosystem is evolving in a way that is
neutral to cloud providers

. Ensure a consistent and high-quality user experience across providers
 Chairs of the SIG

* No more than 1 chair from a single company

https://github.com/kubernetes/community/tree/master/sig-cloud-provider



https://github.com/kubernetes/cloud-provider
https://github.com/kubernetes/community/tree/master/sig-cloud-provider

Provider IBM Cloud

J Subproject of Cloud Provider SIG for building, deploying,
maintaining, supporting, and using Kubernetes on IBM
Cloud

J Many developers and leaders from IBM Cloud work
openly in this group to determine the future of IBM
Cloud team’s involvement in the Kubernetes community

1 You can follow the evolution of the IBM Cloud platforms

with respect to Kubernetes and related CNCF projects
- You interact directly with the team that builds and
operates IBM Cloud




Structure

J Co-leads
e Khalid Ahmed (MCM)
e Richard Theis (IKS and ROKS)
e Sahdev Zala (OSS)
J Mailing List
https://groups.google.com/forum/#!forum/kubernetes-provider-ibmcloud
J Slack discussions
#tprovider-ibomcloud on kubernetes.slack.com
. More about the project

https://github.com/kubernetes/community/tree/master/sig-cloud-
provider#fprovider-ibmcloud



https://groups.google.com/forum/
http://kubernetes.slack.com/
https://github.com/kubernetes/community/tree/master/sig-cloud-provider

Activities

. Meet every month
* Last Wednesday at 14:00 EST
* Meeting recordings - https://bit.ly/sig-ibmcloud-videos
 Participation in the SIG Cloud Provider general activities
. Subprojects and upstream contributions
e (Cluster-api-provider-ibmcloud
" Implementation of Cluster API project of Kubernetes

" Provides optional, additive functionality on top of core Kubernetes
to manage the lifecycle of a Kubernetes cluster

= https://github.com/kubernetes-sigs/cluster-api-provider-ibmcloud
e Support for out-of-tree IBM Cloud Provider (WIP)



https://bit.ly/sig-ibmcloud-videos
https://github.com/kubernetes-sigs/cluster-api-provider-ibmcloud
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IBM Cloud Kubernetes Service is a managed offering to create your own
Kubernetes cluster of compute hosts to deploy and manage containerized apps
on IBM Cloud. As a certified Kubernetes provider, IBM Cloud Kubernetes Service
provides intelligent scheduling, self-healing, horizontal scaling, service discovery
and load balancing, automated rollouts and rollbacks, and secret and
configuration management for your apps.

Supported? Version IBM Cloud Kuberne tes Service IBM Cloud Kubernetes Service

release date unsupported date

18 11 May 2020 May 2021

1.17 10 Feb 2020 Feb 2021 1

1.16 04 Nov 2019 Nov 2020 1
1.15 05 Aug 2019 29 Aug 2020 f

1.14 07 May 2019 31 May 2020

=

kubernetes

https://www.ibm.com/cloud/container-service



KubeCon | CloudNativeCon
Europe 2020

S B /ptal

Red Hat OpenShift on IBM Cloud is a managed offering to create your own
OpenShift cluster of compute hosts to deploy and manage containerized apps on
IBM Cloud. Red Hat OpenShift on IBM Cloud provides intelligent scheduling, self-
healing, horizontal scaling, service discovery and load balancing, automated
rollouts and rollbacks, and secret and configuration management for your apps.

https://www.ibm.com/cloud/openshift

Supported? OpensShift / Kubernetes Red Hat OpenShift on IBM Cloud Red Hat OpenShift on IBM Cloud

version release date unsupported date
° 4.3/1.16 20 Apr 2020 at 12:00 UTC April 2021 1

° 3.11/1.11 1 Aug 2019 at 0:00 UTC June 2022 kubernetes




IBM Cloud Provider: CCM

Kubernetes cluster architecture with cloud controller manager
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Interfaces
J Load Balancer

. NLB version 1.0, iptables based, in-cluster network load balancer
. NLB version 2.0 (beta), IPVS based, in-cluster network load balancer

. New: VPC layer 7 LB
d Instances (i.e. Nodes) and InstancesV2 (new in 1.19)

. Relies on node bootstrap to setup node labels

d Zones

. Relies on node bootstrap to setup node labels

J Clusters

. Not implemented.

J Routes

. Not implemented. Calico provides routing.
Roadmap
d Open source IBM Cloud Provider
d Improve documentation
d Align build, test and release processes with community
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https://github.com/open-cluster-management/deploy

*Work across a range of environments, including
multiple data centers, private clouds and public
clouds that run Kubernetes clusters.
*Easily create Kubernetes clusters and offer
cluster lifecycle management in a single console.
*Enforce policies at the target clusters using
Kubernetes-supported custom resource
definitions.
*Deploy and maintain day-two operations of
business applications distributed across your
Cluster Application Governance, Risk cluster landsca pe.
* Delivered as part of Redhat Advanced Cluster
Management (RHACM) for Kuberenetes -
‘RedHat https://access.redhat.com/products/red-hat-

Advanced Cluster advanced-cluster-management-for-kubernetes/
Management

for Kubernetes

¥

HUB CLUSTER MANAGED CLUSTER

API Console CLI

| Search |
Topology
| Visual Web Terminal |

Applications

OPENSHIFT CONTAINER PLATFORM

Policy
(Governance, Risk & Compliance)



https://access.redhat.com/products/red-hat-advanced-cluster-management-for-kubernetes/
https://github.com/open-cluster-management/deploy
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https://github.com/open-cluster-management/policy-collection

Policy
ot YA ] GitHub Collaborative Development of Policies

l\ontz:hnezarg;gscylx::tegr(stf Hat OpenShift, Management Hub ® Open source policy framework, sample policy

controllers, and sample policies - Open Cluster
Management and ComplianceAsCode community
projects

Policy Store
(De;'g:g” & : %‘;‘;ehrgc‘;‘:%e ® Customizable annotations within policies to specify one
or more compliance standards, control categories and

Policies .
. control for each polic
Foleies Policy Ul Subscription y

Policy Consumers — ®  Ability to integrate policies for controls provided by

(Container Security

(0] tor, Poli rd
Controllers (CIS o), customers or 3 party vendors

OPA engine, 3rd party)

® Ability to integrate various policy languages including
OPA

Policy Store
(Definition & ® Ability to develop policies for all layers of the stack

State) e.g.VMs, containers, middleware, applications,

hardware root of trust

Control 1
Control n


https://github.com/open-cluster-management/policy-collection
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https://www.manageiq.org/

ManagelQ is an open source management platform for Hybrid IT. It can manage small and large environments, and
supports multiple technologies such as virtual machines, public clouds and containers.

History
e e 2006 - ManagelQ Founded
l - ’ e L s— —— . * 2012 - Accquired by Redhat
¢ 4 e 2013 - Red Hat ships CloudForms based on ManagelQ
\ ManagelQ .
frecunicy fostoresal [iemcochey Kaficat e 2014 — ManagelQ open-source project launched
¢ ) ]
: ~ ~ * 2019 -IBM acquires Redhat, includes CloudForms in CP4AMCM
,,,,,,, Servics Servce Service (Virtual Appliance)
: F
[ Ul + Static [ API [ Web Queue [ Other d 2020 -
Assets Socket Workers Workers e . . .
% . *  Podified Impliementation Running on K8S
— e IBM building “blue branded” ManagelQ as a component
EMS ID=1 EMS ID=1 EMS ID=1
— g [ S| [ [ of CPAMCM
i c'Zﬁi'c'fﬁ? & Event m"ﬁi‘c'l? & : Psrvs?snt:er .
) Persister Collector Persister 1 SU DDOFted Pr0V|derS:
. | | p| [« S '
=2 EMS_ID=2 MS_ID=2 MS_ID = ' M
—_=sp=z - [—esez - _Eepez s . N amazon Microsoft Azure
R —— ool o oo [ Rt ] E R occadl web services ') Google Cloud Platform
Persister Persister ¢ . Microso ft -
& JEl r ' ‘E] o ephere — < System Center o )\/irt
* O . and scales worker deployments 1 If Kafka configured. used for Events and Metrics Syndication

kubernetes O @ %BSIVVBEER openstack
by Red Hat"
P OPENSHIFT
L ryorvien FOREMAN

Redfish XClarity Hipiiiii huagenetworks

‘ Red Hat

OpenShift



https://www.manageiq.org/
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https://github.com/kubernetes-sigs/cluster-api-provider-ibmcloud

| Infrastructure Providers

e Target cluster S ) aws Armre £y vmware @

o The declared cluster we intend to

IBM Cloud Google Cloud

I
create and manage I Pror——
e Bootstrap/Management cluster | re—
o  The cluster that manages the target — }? . e |
Cluster Machinects —_
o  Possibly the same cluster
e clusterctl |

Creates Upgrades DeletesClustefMachines
StatusUpdates | s Upg

[ = OptionaPivot =

. . . . |
provider implementation for creating —

|
|
|
|
|
I
|
|
- ManageClusters CRs
a n d m a n agi ng a CI u Ste r \w\‘i I Maacrl‘w?nes ControPlane Machines WorkerMachines
I
|
|
|
I
|
|
|
|

o  Community CLI tool that favors a

KuberneteClusterA

Autoscaling

® Provider implementation

_________________________________________

KuberneteClusterB

o Animplementation of the API specific
to a cloud (IBM Cloud, Google,
OpenStack, etc)

ControPlane Machines WorkerMachines

_________________________________________

_________________________________________

SIG IBM Cloud


https://github.com/kubernetes-sigs/cluster-api-provider-ibmcloud
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https://github.com/hybridapp-io
https://github.com/hybridapp-io/ham-docs

F&
SIG-Application gbapprgt}app

\ 4

)
o 3 - 5 D
5 Deployable PlacementRule Event Monitoring gbapp-gbapp gbapplgbapp , rodisthaster :
I goapp /
£ ] ! '\
8. )4 VM app component
:; Deployer Discoverer Assembler \ /\ TS ~ PP P
T RO AN
8- R ™
I amended ~ bminfra S~ -
Red Hat Advanced | | \\ \\
IBII\\/IAInfrastructure Container . IBM Cloud Services ! Others A > y A —1 O
anagement M | . @ @ A@ o \
anagement ! ; R v
””””””””” gbchn-gbchn- gbchn-gbchn- gbchn-gbchn- gbchn-gbchn- \\\\ redis-master-vm "
redisslaveservice service frontend redisslave SO ’
L] L] . 4 4
« Develop open hybrid application model that % % 1° 1°
bridges containers, VMs, cloud services redis-slave gochn-gbehn gbehrgbohn- gbchn ghchn-
* Enable contribution of deployers for other systems v -
(e.g Ansible, PaaS, other Clouds)
gbchn-gbchn- gbchn-gbchn-

frontend redisslave

* Collaborate to extend to other day-2 hybrid app
operations (monitoring, governance, HA/DR)
* Incorporated into CPAMCM as part of offering


https://github.com/hybridapp-io
https://github.com/hybridapp-io/ham-docs

IBM Cloud Pak for Multicloud Management

Highlighted on &)
Preferred Partners sysdig

? portworx @
HUMIO

Hybria Application

IT Ops Automation Management

Security/Governance

splunk
.. dynatrace

Cloud Pak Add On
- slack

Netcool Operations
Manager

i Microsoft Team:

OPEN APIs
OPEN SDKs
Pluggable Core

Hybrid Application
Visibility

Core Hybrid Cloud Management

PTEKTON IBM DevOps
e .=’ Terraform i

DevO £) .
svipe @ Jenkins

Pipeline
Automation Manage IQ

Security & l\’j Twistlock
Governance sysdig

&

Infrastructure A — RED HAT
[ENTERPRISE
VIRTUALIZATION|

7\

Power 7 IBMZ x86 On Prem iﬂ:“g

Systems

Accelerate development to production

Self-service provisioning allows app dev
teams to request clusters directly from a
catalog removing central IT as a bottleneck.

IBM Cloud / © 2020 IBM Corporation

Storage eth

Performance/ l
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* 0
Speed turbwomlc

hazelcast

Installation P ao
erator
Models H;E‘&M Frpamework

Core.

Logging & o
Monitoring Grafana ThanOS

>rometheu:
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[]

IBM Cloud

Increase application availability

Placement rules can allow quick deployment of
clusters across distributed locations for
availability, capacity, and security reasons.

vendor lock-in

Reduce costs

Centralized management of clusters reduces
operational cost, makes the environment
consistent, and removes the need to

manually manage individual clusters.

O  Cloud Native Kubernetes Implementation

O Use, Contribute and Lead Open Source Projects, no

O  Integrate with Market leading function and vendors

O  Leveraging AI for bringing in higher levels of
Automation and Intelligence (AIOps)

O Integrated Dev Sec Ops control plane for the Enterprise

Ease compliance

Policies can be written by the
security team and enforced at
each cluster, allowing
environments to conform to
your policy.
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https://github.com/IBM/kube-safe-scheduler

Problem #1: Certain types of pods always fail to be Problem #2: Certain types of pods always have
placed on certain nodes poor performance on certain nodes

* Cause: Resources needed by pods are not available +  Cause: worker node info impacting the
on nodes (PVC not bound, NAS access revoked, NVIDIA workload performance are not exnosed to the
GPU device plugin not installed properly) P P
scheduler (CPU architecture, clock speed, cache

,Network bandwidth, NAS latency, bandwidth , GPU,
memory, L2 cache, model, etc.)

Approach: A O A Workioad B
‘ Reward cache ‘ Workload A | Workload B | ... Workload K Overall
e Software framework implementing a Worker1 | | 02 .- 02 04
reward-biased scheduler extender o . N Seheduler
e Adopt an idea from reinforcement
|earning tO adaptiVEly Iearn the fai|ureS Honert ° o0 1 o Reward biased scheduler
and/or performance issues of extender Ranking of workers
containers and model their runtime
performance on nodes as rewards Node Node 2 Node 3 Node N Plasedranking OTWOrkers  _ Rewarg
_ _ © |AO ) b 4 < hgent
* Adaptively prevent scheduling pods on AO A® @ ©
nodes that give low rewards 0! B x 80 ) @  Good Performance

@ Performance Degradation

- X Failure

Reward Monitoring Agent updates rewards based on workload run-time status on different workers |



https://github.com/IBM/kube-safe-scheduler

Multi-cluster Dispatcher
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https://github.com/IBM/multi-cluster-app-dispatcher

K8s Non-Compute K8s Di
ispatcher
% , .~ Deployment Resources Cluster / Agent K8s

y . P Cluster
K8s Replica-Set) ,

| State ‘—L_ oy

MCAD Dispatcher ~ (AppWrapper status,

lifecycle mgmt) MCAD Agent Kubernetes

Infrastructure
Energy- °
Aware

Cluster

PriorityQueu

Agent K8s
Cluster

per
Cluster

AppWrapper 222 @ State Available
Capacities

State
e

MCAD Agent Kubernetes

| Infrastructure

Kubernetes
Infrastructure

Europe 2020

e Address challenges of running complex and
heterogeneous workloads efficiently on
Kubernetes clusters

» Special focus on Batch workloads
* Provide provisioning and dispatching policies to
* Maximize the utilization of resources
* Maximize the performance of applications
* Provide service differentiation and meet QoS
demands of the end customers

* Address resource management gaps at the
Kubernetes layer, close to the managed
resources

« Strive to make new capabilities as extensions to
Kubernetes, e.g., CRDs and controllers, which can
be deployed on top of any Kubernetes cluster


https://github.com/IBM/multi-cluster-app-dispatcher
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