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Node Is Not Ready

What Should We Do?

1. Find out what happened immediately …
a. Check Node.Status.Conditions field.
b. Review Prometheus;
c. ELK Suit to analysis all kinds of logs;

2. Fix it ASAP!



Node Problem Detector

Node Problem Detector: A Daemon Set detects node problems and 
reports them to API-Server.

User could run daemons or shell script to check specified problems 
periodically.

With Two Types:

• NodeCondition: A field in NodeStatus describes the condition of a 
node. Permanent problem making the node unavailable such as, 
KernelDeadlock, DockerHung, BadDisk etc;

• Event: A report of an event somewhere in the cluster. Temporary 
problem but informative, such as OOM Kill, etc.

http://kubernetes.io/docs/api-reference/v1/definitions/
http://kubernetes.io/docs/api-reference/v1/definitions/
http://kubernetes.io/docs/api-reference/v1/definitions/


Node Self Healing

What NPD Does Now?
Only detect problems and report them, that’s not far enough.

What We Really Need?
Observe events and/or node conditions and take actions to 
bring the Kubernetes cluster back to a healthy state.

The Missing Parts
Fix them automatically using prepared repairing strategies.

So we should:
• Make node problem visible
• Update CRD, not the native resource
• Watch CRD, and fix problems immediately
• If problem can not be fixed, drain the pod and taint this Node



Problem Category

Hardware
• MCE (Machine Check Execeptions), such as Memory Errors, Processor Over-Heating, etc;
• Disk Problems, such as Bad Sectors, SSD Controller Damaged, etc;
• NICs Issues;
• Cloud Disk IO Hang;

System Software
• Kernel Bug
• Systemd hang
• Crond Exceptions
• Logroate Not Working: disk full

Runtime
• Kubelet Bug, such PLEG;
• Container runtime, such docker, containerd, etc;
• CNI, CSI;
…



How We Detected



Sample Plugins

Check fd Plugin
• Modify node condition when system fd amount exceeds

80%
• Use goroutine to concurrently calculate fd amount;

Inode monitoring
• Modify node condition when the system disk inode amount

exceeds 80%



Lessons We’ve Learnt

• Remedy scripts are mostly written in shell

• Too many corner cases to be considered

• Hard to maintain

• Hard to extend

• Hard to keep idempotent

• Mostly unable to perform atomic operations

• Complex Interdependence



Some Discussions

How to Deploy
• rpm/deb packages + systemd
• DaemonSet

How to Upgrade
• CI/CD Working Flow

How to Config
• Remedy plugins & Strategy
• Static (built-in) vs dynamic (configmap)

Resource Limitations
• NPD Resource Overheads



Community Recommendations 

planetlabs/draino
• https://github.com/planetlabs/draino

• Automatically cordon and drain Kubernetes nodes based on node conditions.

• Cordoned immediately and drained after a configurable drain-buffer time

https://github.com/planetlabs/draino


Summary

• Repairing policed are NOT universally valid in any infrastructure;

• No silver bullet;

• “KISS” ( Keep your Infrastructure Simple and Standard );




