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Who am |?

Shreyas Srivatsan

Technical Lead @Chronosphered
- Hosted metrics & monitoring platform
- Large scale, high throughput use cases
- Builton M3

Previously Observability @Uber




Agenda

1. Today:
a. Observability Signals
b. What Happens When You Get Alerted?
2. The Journey: Deep Linking Metrics and Traces

3. Tomorrow: Jumping from an Alert to a Request Comparison
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Metrics..
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Share

Full screen
# v Search
€3 +Add filter

[eCommerce] Orders

Time +

Nov 18, 2019 @ 20:55:12.000

Nov 18, 2019 @ 20:50:53.000

Nov 18, 2019 @ 20:35:02.000

Nov 18, 2019 @ 20:04:48.000

Nov 18, 2019 @ 19:59:02.000

Nov 18, 2019 @ 19:51:50.000

Nov 18, 2019 @ 19:50:24.000

Nov 18, 2019 @ 19:50:24.000
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Nov 18, 2019 @ 18:55:41.000

Nov 18, 2019 @ 18:52:48.000

Nov 18, 2019 @ 18:51:22.000

Nov 18, 2019 @ 18:39:50.000

Nov 18, 2019 @ 18:31:12.000

[eCommerce] Revenue Dashb: X

[Flights] Global Flight Dashbo: X

[eCommerce] Revenue Dashboard
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Men's Clothing
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Traces..

Jaeger Ul Search Compare out Jaeger v

v

v frontend: HTTP GET /dispatch % Alternate Views

Trace Start July 23 2020, 09:11 Duration 682.54ms Services 6 Depth5 Total Spans 51

Oms 170.64ms 341.27ms 511.91ms 682.54ms

Service & Operation vV > ¥ »  Oms 170.64ms 341.27ms 511.91ms 682.54ms

v | frontend HTTP GET /dispatch e s s |
v I frontend HTTP GET: /customer s |

v | frontend TP ceT ' °"°-°»=°-°° -+
v customer HTTP GET /customer |
I mysql sQL SELECT _
v I frontend Driver:findNearest
v | driver Driver:findNearest ' ‘ '
redis FindDriveriDs {
@ redis GetDriver |
redis GetDriver 8.83ms | redis::GetDriver
redis GetDriver
redis GetDriver
redis GetDriver
© redis GetDriver
redis GetDriver

redis GetDriver



¥ MailDev L & Refresh @ Clear Inbox

Q search [ pisplay [J Viewport Attachmel W Delete &8 Relay

[FIRING:1] [critical] Request Latency High
t@b.com 7127120 225 PM

Latency High

Labels

alertname: Request Latency High
instance: localhost:9090

job: chronosphereio_prometheus
severity: critical

°

Annotations

grafana: http://localhost:3000//B2k42nxWy/deep-linking-metrics-and-
° traces?orgld=18&from=now-5m&to=nowarefresh=10s

slug: request-latency-high

Source

MySQL Down in region:us-westl
cluster:demo




On-call Experience Today

Received an alert email notification

¥ MailDev L & Refresh @ Clear Inbox

Q search [ pisplay [J Viewport & Attachments [ Delete &» Relay ¢ Relayto &% Download EML

[FIRING:1] [critical] Request Latency High
t@b.com 7127720 2:25 PM

1 alert for alertname=Request Latency High severity=critical

Labels

alertname: Request Latency High
instance: localhost:9090

job: chronosphereio_prometheus
severity: critical

Annotations .

grafana: http://localhost:3000/d/B2k42nxWy/deep-linking-metrics-and- %[ LI n k tO G rafa na ]
traces?orgld=18&from=now-5m&to=nowa&refresh=10s

slug: request-latency-high

Source




On-call Experience Today

Navigate to the related dashboard

88 Trace Differencing - W e e # O Otastihowr~ @ &£ Im~
Total Customer Requests Success by Endpoint
HTTP-
Request Latency Histogram Total requests by Status Code

Number of Reque:
5 &



On-call Experience Today

Get the tags on metric to search related traces /logs

Request Latency Histogram ~

0.25
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0.15

0.10

Number of Requests
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0
22:40 22:50 23:00 23:10 23:20 23:30

== {endpoint="HTTP-GET-/customer" error="false" instance="host.docker.internal:8083",job="hotrod" le="0.1"}
d {endpoint="HTTP-GET-/customer" error="false" instance="host.docker.internal:8083" job="hotrod",le="1.0"}



Nn-call Experience Today

an investigate using trace/logs. Let's talk about using

Jaeger Ul Search | Compa System Architecture About Jaeger
r a C e S .o
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Time
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20 Traces Sort: Most Recent Deep Dependency Graph
Tags 2
0.20 http.status_code=200
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&

On-call Experience Today

Find a trace which is showing higher latency

Jaeger Ul Search Compare System hitecture About Jaeger v
v frontend: HTTP GET /dispatch 3 Alternate Views v
Irace Start July 27 2020, 07:36 Duration 522.58ms Services4 Depth5 Total Spans 9
Oms 130.65ms 261.29ms 391.94ms 522.58ms
Service & Operation v > ¥ »  O0ms 130.65ms 261.29ms 391.94ms 522.58ms
v I frontend HTTP GET /dispatch —
v I frontend HTTP GET: /customer EEESSS——SSSSSSSSSSSESSSTESSSSSS—SShSS———
v I frontend HTTP GET —
v customer HTTP GET /customer ] |
| @ redis cetcustomer oEEEE——

mysql SQL SELECT |
customer validateCustomer
customer processCustomer

customer dispatchCustomer



On-call Experience Today

Find a trace which is showing lower latency

Jaeger Ul

v frontend: HTTP GET /dispatch

Search Compare System ite e About Jaeger v

* Alternate Views v

Trace Start July 27 2020, 07:36. Duration 85.77ms Services3 Depth5 Total Spans 8
Oms 21.44ms 42.89ms 64.33ms 85.77ms
Service & Operation vV > ¥ » O0ms 21.44ms 42.89ms 64.33ms 85.77ms

v | frontend HTTP GET /dispatch
v I frontend HTTP GET: /customer
v | frontend HTTP GET
v customer HTTP GET /customer
I redis GetCustomer
customer validateCustomer
customer processCustomer

customer dispatchCustomer

—
A ——
e —|




On-call Experience Today

Trace differences are a powerful tool, MySQL is being slow!

Jaeger Ul Search Compare System Architecture About Jaeger v
A frontend: HTTP GET /dispatch 4] v B frontend: HTTP GET /dispatch % v
Today, 7:36:14 am 522.58ms 9 Today, 7:36:17 am 85.77ms 8




Can we jump there automatically?

Search | Compare | System Arch

frontend: HTTP GET /dispatch (4] v B

& Refresh & Clear Inbox

% MailDev

Today, 7:36:14 am 522.58ms 9 Today, 7:36:17 am
Q Ssearch [ pisplay [J Viewport @ Attachments T[] Delete &3 Relay ¢® Relayto &% Download EML
[FIRING:1] [critical] Request Latency High
t@b.com 7127120 2:25 PM
1 alert for alertname=Request Latency High sevel ritical

Labels

alertname: Request Latency High

instance: localhost:9090

job: chronosphereio_prometheus

severity: critical

Annotations

[ Mo st les-ar | fromend o o o ol

HTTP GET fdispatch HITP GET: customar HITP GET

slug: request-latency-high
Source

frontend: HTTP GET /dispatch (4 v

85.77ms 8

customer.
1
dispatchCustomer



The Journey
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Tracing and Metrics

Generally linked by commmon or similar tags.

Total Customer Requests v

0.8

0.7\

2020-(

= {endpoint="HTTP-GET-/customer" instance="host.d
span_id:4701e53c5a50f0b3;trace_id:550e4ffc99d6e4

0.6

0.5

0.4

0.3

0.2
01:26 01:27 01:28 01:29 01:30 01:31 01:32 01:33 01:34 01:35

== {endpoint="HTTP-GET-/customer”,instance="host.docker.internal:8083",job="hotrod" status_code="2xx"}



Tracing and Metrics

Generally linked by commmon or similar tags.

Jaeger Ul Compare System Architecture
500ms
. 5
Search JSON File 2
400ms 5
a
Service (7) 300ms
customer 200ms
100ms Time
Total Customer Requests ~ Operation (4) 01:34:00 am 01:34:20 am 01:34:40 am 01:35:00 am 01:35:20 am 01:35:40 am
08 HTTP GET /customer
o7 20 Traces Sort:  Most Recent Deep Dependency Graph
2020-(
oe {endpoint="HTTP-GET-/customer"nstance="host.d Tags @
span_id:4 >_id:!
05 tp.status_code=200
04 Compare traces by selecting result items
03 = S o Lookback
Last Hour
o126 o127 otz o129 o130 ota1  ots2 0133 ot34 0135 frontend: HTTP GET /dispatch 496faco 78.59ms
= {endpoint="HTTP-GET-/customer’instance="host.docker.internal:8083" job="hotrod" status_code="2xx"}
Min Duration 8 Spans customer (4) | [ frontend 3) [ redis (1) Today 1:35:49 am
afew seconds ago
Max Duration frontend: HTTP GET /dispatch 4546054 108.26ms

8 Spans customer (4) | [ frontend (3) ' [ redis (1) Today 1:35:40 am




We can actually jump to the trace directly...

Request Latency Histogram ~

0.25
0.20
015 2020-07-26 17:10:15
=0.1: 0.0890
span_id:7943a043944b2a75;trace_id:4575e335ab3b1d4d
0.10 1.0: 0.1779
' ’ span_id:24ce60c770d022ae;trace_id:29d60fdcb1ddba8e
0.05 — —
0

17:08 17:10 17:12 1714 17:16 17:18

/ - 0.1 1.0



Open Metrics and Exemplars

e Open Metrics allows augmenting context information

# HELP http_requests_total http_requests

# TYPE http_requests_total counter
http_requests_total{endpoint="/search"status_code="2xx"} 1725 # {trace_id="b096e71d..."} 1
http_requests_total{endpoint="/search"status_code="4xx"} 4 # {trace_id="944a6d97..."} |
http_requests_total{endpoint="/search"status_code="5xx"} 27 # {trace_id="50785260..."} T
http_request_latency_bucket{endpoint="/search"le="0.1"} 7 # {trace_id="7f78deda..."} T
http_request_latency_bucket{endpoint="/search"le="0.2"} 7 # {trace_id="5ad53ac9..."} |
http_request_latency_bucket{endpoint="/search" |e="0.3"} 7 # {trace_id="c78493ec..."} T

&



OpenTelemetry: Instrumentation SDK

e OpenTelemetry provides a single set of APIs to emit metrics and
traces
e Metrics can now be emitted with tracing context, with an ability

to choose which metrics actually get that context

e Use OpenMetrics format support to ensure trace ID information is

sent to the metrics datastore



Prometheus / M3

e Prometheus support to scrape metrics with exemplars

e M3 hasthe ability to store exemplars alongside metric datapoints
o Durable and stored for lifetime of datapoint

e M3 querysupport to return exemplars alongside datapoints

e M3 query ensures at least one representative exemplar is present

even after applying aggregation functions like sum(...), max(...)



Trace Sampling

e Traditional trace sampling techniques insufficient

e \We need to store the specific traces that were emitted as
exemplars with the metrics

e Atrace holding tier can hold all traces for a short duration, with
the M3 aggregation layer indicating which traces to actually

persist



A Complete Ingestion Pipeline

A
Metric w
e ™\ Prometheus Aggregation Metric & TracelD
(M3 Aggregator) Long Term
Open Storage (M3DB)
w Ul (Grafana /
App Open Jaeger) /
Telemetry T Alert Engine
N
K j Jaeger Trace Holding Trace + Span

Collector Cache Storage (Jaeger)

~.




What That Enables..

Request Latency Histogram ~

0.40
0.30
0.20
2020-07-26 01:29:15
1.0
0.10 =
J Add annotation
0 Show Trace
01:26 01:27 01:28 01:29 01:30 01:31 01:32 01:33 01:34 01:35

d - 0.1 1.0



Tomorrow:
Getting from an
Alert to a . N |

030
025
020
015
20200724 16:07:45
010 — 5ix
© Add annotation
005

‘Show Trace

o
o Show Diff
1602 1608 1604 1605 1606 1607 1608 608 1610 1611 1612 1618 1614 1615 1616
-2 =3 A =5




Demo

This Is what the on-call experience can look like..



How?

e |everage OpenTelemetry and OpenMetrics to emit metrics
with trace |IDs as exemplars

e [everage Prometheus and M3's support to scrape and store
exemplars alongside metric datapoints

e Building contextual links into the systems consuming trace

and metric information



M3 Query and Exemplars

M3 Query response augments exemplar alongside metric value.

Ensures a representative exemplar on aggregation functions.




Selecting a good/bad source for traces?

Total Customer Requests v

0.40
0.30
2020-07-29 17:01:45
- 2XX
020 J Add annotation
Show Trace
0.10 Show Trace Comparison
Select Control Trace
0 —d R — e o il i=ie

16:55 17:00 17:05 17:10 17:15 17:20

‘ = XX 3xx 4xx == 5xx



Building Contextual Links

e For graphing integrations, can configure a metric that can act
as source of good exemplars

e Foralerting integrations, provide ability to configure a metric
that can act as a source of good exemplars

e [orstandard well named metrics, like RPC metrics, can build
plugins that can automatically detect and provide comparisons

based on knowledge of metrics emitted



Summary

e Trace differences can be a powerful tool to debug issues
e Using deep linking support between metric datapoints and

traces we can build integrations that can speed up root cause



Where are we on this journey?

Current end-to-end demo at:

https://aithub.com/chronosphereio/demo-trace-differencing

Merged: Add exemplar support to OpenMetrics:
https://github.com/prometheus/prometheus/pull/6292

Merged: Add exemplar support in Prometheus Client (@beorn?7):
https:/aithub.com/prometheus/client_golana/pull/707

Open(needs discussion): Store exemplars in Prometheus memory, forward on remote write:

https://github.com/prometheus/prometheus/pull/6309



https://github.com/chronosphereio/demo-trace-differencing
https://github.com/prometheus/prometheus/pull/6292
https://github.com/prometheus/client_golang/pull/707
https://github.com/prometheus/prometheus/pull/6309

Resources

Talk Deep Linking Metrics and Traces with OpenTelemetry, OpenMetrics and M3,

Rob Skillington, Kubecon San Diego, 2019 [VideQ]

OpenMetrics https:/github.com/OpenObservability/OpenMetrics

OpenTelemetry https:/aithub.com/open-telemetry/opentelemetry-specification

Prometheus https/github.com/orometheus/orometheus

M3 https:/aithub.com/m3db/m3

Grafana https//github.com/agrafana/arafana



https://www.youtube.com/watch?v=TzNZIEvhAdA
https://github.com/OpenObservability/OpenMetrics
https://github.com/open-telemetry/opentelemetry-specification
https://github.com/prometheus/prometheus
https://github.com/m3db/m3
https://github.com/grafana/grafana

Thank you and Q&A

Come say hi at our virtual booth!

chronosphere

6 .." http://bit.ly/m3slack



http://bit.ly/m3slack

