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Sidecar is NOT a New Thing…

• A design pattern
• Docker Swarm: Ambassador
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What Can Sidecars Do?

• Log Agent / Log Forwarding, such as Fluentd;
• Service Mesh, like Istio, Linkerd;
• Ambassador / Proxy;
• Act as LivenessProber to check if some component works well;
• Other accessory works, like copying files and etc;
• …



That’s All? No, We Want More!

This pattern is best used when there is a clear difference 
between a primary container and any secondary tasks 
that need to be done for it.

The demands of using sidecar containers in production 
environments are rapidly increasing...



Use Case 1

• Sidecar Order /
Dependency

#1 proxy_container
#2 mysql_client
#3 svc_container

spec:
containers:
- name: proxy_container
image: myproxy:v1

- name: svc_container
image: myservice:v2

- name: mysql_client
image: mysql_client:v3.5



Use Case 2

• Sidecar Management
• Updating sidecar cotainer Images;
• Mounting sidecar volumes;
• Decoupling sidecars with normal containers;
• ...



Use Case 2 – Cont.

• Example: Updating sidecar 
cotainer Images

• Re-Inject Sidecars as Istio
Official Guide Suggested 
(https://istio.io/docs/setup/upgra
de/steps/#sidecar-upgrade)

• Seriously? Hundreds of 
Deployments? Thousands of 
Deployments?

containers:
  name: istio-proxy
  image: istio.io/proxy:1.2.9

containers:
  name: istio-proxy
  image: istio.io/proxy:1.3.4



Upstream Status

• Sidecar KEP API implementation merged.
• Thanks Joseph Irving (@Joseph-Irving) for doing such a great job.👍👍👍
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• Sidecar KEP API implementation KEP merged.
• Thanks Joseph Irving (@Joseph-Irving) for doing such a great job.👍👍👍

• Kubelet implementation is ongoing.
• Supports PreSidecars and PostSidecars KEP is ongoing.



Supports	PreSidecars	and	PostSidecars



PreSidecar & PostSidecar

• Pre Startup
Sometimes sidecars should start before normal containers to do some preparations

such as releasing credentials, creating shared volumes, copying some files and etc.

• Post Startup
An application that has a proxy container acting as a sidecar may fail when it starts up

as it's unable to communicate until its proxy has started up successfully. Readiness
probes don't help if the application is trying to talk outbound.



More complex: DAG

Ref：KEP
Supports 
PreSidecars and 
PostSidecars is
ongoing.

By the way, if the
startup
dependency is
complex enough,
a DAG order is
fairly necessary.



Alibaba Cloud & Ant Financial Status



OpenKruise/Kruise

• A set of controllers which extends and complements Kubernetes core 
controllers on workload management.

• Three workloads are ready for now (More will be released soon.)
• AdvancedStatefulset
• BroadcastJob
• SidecarSet

• See the project roadmap here 
(https://github.com/openkruise/kruise/projects)

Ref: A video (https://www.youtube.com/watch?v=elB7reZ6eAQ) by Lachlan Evenson is also 
provided for demonstrating the controllers.



The problem before we have SidecarSet is

Sidecars are less controlled and treated 
equally with normal containers. But actually 
they are different and NOT normal.



How to Solve

Fine Grained Controlling
// SidecarContainer defines the container of Sidecar
type SidecarContainer struct {

corev1.Container
}

// SidecarSetUpdateStrategy indicates the strategy that the SidecarSet
// controller will use to perform updates. It includes any additional parameters
// necessary to perform the update for the indicated strategy.
type SidecarSetUpdateStrategy struct {

RollingUpdate *RollingUpdateSidecarSet `json:"rollingUpdate,omitempty"`
}

// RollingUpdateSidecarSet is used to communicate parameter
type RollingUpdateSidecarSet struct {

MaxUnavailable *intstr.IntOrString `json:"maxUnavailable,omitempty"`
}



Roadmap of SidecarSet



Evolve with upstream



Remaining challenges shouldn't be ignored

• Resource allocations for sidecar containers in various
scenarios.

• Sidecar container maintain
• Failure Tolerance for sidecar containers
• …



Resource allocations



Sidecar container maintain

• Like Kruise’s SidecarSet, it has independent workload.



Failure Tolerance

• LivenessProbe or ReadinessProbe failed should be
ignored.

• Image Update should not break down Pod Lifecycle.



Salute to USS Midway Aircraft Carrier (CV-41)

Kubernetes is not easy to
handle, but far easier
than operating USS
Midway Aircraft.

Let’s try to handle it gradually



Contact	US

• Github Issue / Slack Channel
• dixudx
• zhangxiaoyu-zidif



Thanks


