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Fun facts about us 
and our work at 

Target & Gremlin…
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Chaos Engineering is 
thoughtful, planned experiments 
designed to reveal weakness in 

your systems.
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Culture

Using the Scientific Method:
● Form a Hypothesis 
● Experiment and Test It 
● Analyze Results 
● Expand Scope
● Share Results

Chaos 
Engineering 
Experiments
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GameDays are dedicated time 
to come together to gain 

insights, an opportunity to 
execute one or more 

experiments
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Where we started
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"Don’t wait for your ticket to 
the dance, just show up!"

Josh Hardin
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40
Distribution Centers

100K+
Mobile Devices

2
Enterprise Data Centers

38th  
Fortune 500

1,862
Stores

5K+ 
Applications
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It’s not going to work
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Let’s Team Up
& Introduce 

Chaos Engineering
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2020201920182017

Development and 
Introduction

Learning and 
Iteration

Culture and
Adoption

Automation and 
Scale 
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Culture

Engineer Led

Service Focused
Manual Execution
Fire Drills

In the Beginning…
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Safety 

Expertise

Speed to value

Success!



So now we’re experts 
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Target
Resiliency
Automation
Platform
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Google Cloud Platform’s 
Microservices Demo
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Culture

Resource Attacks (CPU) to 
test Auto-Scaling Policies on 
the Nodes, Pods or Containers

Network Attacks (Latency, 
Packet Loss, Blackhole) to test 
dependencies

Recommended 
Chaos Engineering 
Experiments on 
Kubernetes
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The Road Ahead:

Increased OKRs around chaos experimentation

Continuous experimentation in production

Increased scope and scale

Machine Learning
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“There will be many 
failures sprinkled among 

the successes you enjoy.”

Marv Levy

@ana_m_medina | @lennysharpe | #KubeCon    



Join over 3000+ Engineers in the 
Chaos Engineering Community Slack

tinyurl.com/chaoseng
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Thank You!
lenny.sharpe@target.com

ana@gremlin.com
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