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Why does Linkerd exist?



Twitter Observability (2010-2013)
● Store a timeseries of system metrics for every host;
● … and app metrics for every service;
● … and provide alerting;
● … and customizable dashboards;
● … and distributed tracing looks pretty cool;
● … and be more reliable than other services;
● … and scale with the company!



Twitter Observability

https://blog.twitter.com/engineering/en_us/a/2013/observability-at-twitter.html

https://blog.twitter.com/engineering/en_us/a/2013/observability-at-twitter.html


Twitter Observability Lessons
● Would have been nice to have Prometheus + Grafana

● Configuration is the root of all evil

● Operational data model is critical

● Over time, technical/scaling challenges are more 

tractable than organizational ones



Twitter Traffic (2013-2015)
● Aurora+ZooKeeper service discovery infra;

● Flexible request routing
○ Canary
○ Blue/green
○ Regional Failover



Twitter Traffic



Twitter Traffic Lessons
● Microservices are all about communication

● Diagnostics, diagnostics, diagnostics

● Uniform instrumentation is essential to overcoming organizational inertia



Linkerd 1.x (2015-2020)
● Built on Twitter Finagle (JVM)

● Highly configurable/pluggable
○ ZooKeeper
○ Consul
○ Kubernetes, ...

● Flexible request routing
○ Canary
○ Blue/green
○ Regional Failover



Linkerd 1.x



Linkerd 1.x Lessons
● Configuration is the root of all evil

● The JVM is also the root of at least some evil

● The Future is Microservices

● Kubernetes is King



Linkerd 2.x (2017-)
● Kubernetes Native Service Mesh

● Out-of-the-box traffic observability

● Out-of-the-box mTLS identity

● Out-of-the-box latency-based load balancing

● Go control plane (client-go, for better or for worse)

● Rust data plane (safe, small, fast sidecar)

● Prometheus + Grafana



Linkerd 2.x



Linkerd 2.x Lessons*
● Kubernetes is The Database!

○ Pods and ServiceAccounts are the atomic building blocks.

● Infrastructure projects succeed by building trust over time.

● The world needs more reference architectures.



Why another proxy?



Proxy Goals
● Small (memory)

● Fast (low latency)

● Cheap (low CPU)

● Safe (no heartbleed)

● Malleable



Proxy Requirements
● No Garbage Collection

● Native Language

● Strong Type System



Proxy sidecar specialization
● No configuration*

○ Transparent protocol detection

● Automatic, transparent mTLS within mesh

● Automatic, transparent HTTP/2 multiplexing within mesh

● Rich prometheus labeling, raw histograms, …

● linkerd tap

● …?







Cure53 Security Audit



Big Bets for 2020
1. Mandatory TLS by default

2. Inter-cluster identity, policy

3. Reduce total LOC by >10%



The Service Mesh Interface



Open source CNCF service mesh

🔥 36+ months in production
🔥 3,500+ Slack channel members
🔥 10,000+ GitHub stars
🔥 100+ contributors
🔥 Weekly edge releases
🔥 6-8 week stable releases
🔥 Open governance commitment

Shipped since Kubecon EU:

🛳 2.4: Traffic splitting and SMI support
🛳 2.5: Helm charts, security audit
🛳 2.6: Distributed tracing

Up next:

🔮 2.7 (2019): mTLS for all TCP traffic
🔮 2.8+ (2020): Mandatory mTLS, better 

multi-cluster, policy, mesh expansion, ...

Linkerd talks this week from:

😎 Nordstrom                     😎  Paybase
😎 Microsoft                       😎  Buoyant



Join our community!
@linkerdgithub.com/linkerd slack.linkerd.io


