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Multicluster and Multicloud
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• Performance

• Workload isolation

• Dev/Test/Prod environments

• Cost

• Failover and redundancy

2



Customer Requirements

• Reduce attack vector of business applications

• Controls for public internet access

• Auditing of public internet traffic 

• Connection to on-premises network

• Secure data in transit across all inter and intra 
application communication



Cluster configuration
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IKS Cluster

IKS Service Account Customer Account

Private VLANs

Public VLANs

MasterMasterMaster Worker Node Worker Node Worker Node

Private IPs

Workers with private only interfaces

Service Endpoint Account
IKS Service Endpoint proxy

No public internet 
access to workers or 
master
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LB and 
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Service Mesh

Connect
Traffic Control, Discovery, Load Balancing,
Resiliency

Secure
Encryption (TLS), Authentication, and 
Authorization of service-to-service 
communication

Observe
Metrics, Logging, Tracing

Control
Policy Enforcement



Istio Architecture

Policy checksPolicy checks

Policy Telemetry

Sidecar-
injector

Ingress-
gateway

Egress-
gateway

data flow
management flow

B



CLUSTER 1 CLUSTER 2 (Remote)

Shared network

Pilot Mixer Citadel

istio-system istio-system

bookinfo

KUBE API KUBE API

Pod: foo

bookinfo

Pod: bar

Single network, single control plane

Galley Citadel

• Remotes have smaller Istio

• Internal CIDRs routable

• Share remote cluster config

• Service defined everywhere

• Changing Istio service endpoints

Service: bar Service: bar
bar => CLUSTERIP => 10.0.221.1

Pod IP: 10.0.221.1



CLUSTER 1 CLUSTER 2 (Remote_

bookinfo

Pod: foo Pod: bar

Single control plane, separate networks

label: cluster1 label: cluster2

52.116.22.250

bar => CLUSTERIP => 52.116.22.250

istio-system

KUBE API

Citadel

KUBE API

• Remotes have smaller Istio

• Separate internal CIDRs

• Service defined everywhere

• Gateway routing

• Split Horizon EDS

• SNI routing

• Changing Istio gateway IPs

• Pass-through mTLS

istio-system

Service: bar Service: bar

istio-ingressgateway

+SNI

Pilot Mixer CitadelGalley



CLUSTER 1 CLUSTER 2

bookinfo

KUBE API KUBE API

bookinfo

Multiple control planes

istio-ingressgateway

52.116.22.250

Service Entry: bar.ns.global 

Pilot Mixer Citadel Galley

istio-system

• Simple to setup and scale

• ServiceEntry for remote services

• CoreDNS for resolving .global

• Pass-through mTLS
Pod: foo

Service: bar

Pod: bar

Pilot Mixer Citadel Galley

istio-system

bar => bar.bookinfo.global
=> 52.116.22.250

+SNI



Clusters with Istio – Incoming Traffic
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Clusters with Istio – Outgoing traffic
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Service Entry: httpbin.org
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