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Main topic of this talk

Practical study and our experiment of 

“Serverless Real-time Media Processing Platform for 
WebRTC interface”

built with Kubernetes and open ecosystems.

Media
Processing

● recording
● detection
● recognition
● …….
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Today, we’ll talking about ...

New type of Serverless - Real-time Media Processing

Kubernetes

and more
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Motivation 

“Serverless Real-time Media Processing Platform for 
WebRTC interface”
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Our business on 

https://webrtc.ecl.ntt.com/en/ 6

https://webrtc.ecl.ntt.com/en/


Current model

real-time 
communication

WebRTC connectivity
SDK for client platforms
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Use cases

● online education
● online healthcare
● video conference
● remote expert
● robot control
● ….

https://www.rarejob.co.jp/news/news_release/service/2018/0326/5126/ 8
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Voice from customers

● recording
● voice recognition
● object detection
● live splitting
● AR/MR
● …...
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Need cloud computing power and 
full-managed platform for WebRTC !!
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https://www.flickr.com/photos/greasybeans/

WebRTC IF PaaS ?

Serverless with 
Media streaming ?

Long-term session 
lifecycle ?

We thought ...
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Our Descision

https://webrtc.ecl.ntt.com/m-pipe/en 12

https://webrtc.ecl.ntt.com/m-pipe/en


Challenge
Built our own “Serverless Real-time media processing platform” 
using our WebRTC Gateway
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Demo
https://webrtc.ecl.ntt.com/m-pipe/en 14
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Code snipet

https://github.com/nttcom/skyway-m-pipe-sdk

custom function
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https://github.com/nttcom/skyway-m-pipe-sdk


Our solutions 

“Serverless Real-time Media Processing Platform for 
WebRTC interface”
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● Run a chain of containers for media streaming with Kubernetes

Platform Overview

Namespace#1

WebRTC GW
Container

Function
Container

Namespace#N

A Pipeline for processing 
media stream

Telemetries

WebRTC

Kubernetes 
Controller

Session 
Controller

In-house 
Controllers
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Serverless
Run a function per event

Photo by Zdeněk Macháček on Unsplash

Event
  = Media Streaming

Function
 = Real-time Processing
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https://unsplash.com/photos/XnIGItHW2sg?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/search/photos/waterfall?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText


Serverless - Cascaded Functions per Session
● Allocate containers per streaming session.
● Cascade Gateway to user defined functions.
● Isolate sessions by container.

○ Horizontally scalable.
○ Split failure domain.

Namespace#1

WebRTC GW
Container

Function
Container

Namespace#N

Per Session Isolation User-Defined 
Processing
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Serverless - Long-lived functions 
● Run long-lived containers to follow streaming lifecycle.

○ Spawn containers for a new session.
○ Terminate containers on the session diconnected.

WebRTC GW
Container

Function
Container

WebRTC

Kubernetes 
Controller

Session 
Controller

Spawn, TerminateRequest new 
session

Notify session 
disconnected

Namespace#1

20



Serverless - Workflow for Long-lived Functions
● Our specifications 

○ Interrupt action to stop function.
○ Sub-workflow for long-lived function.

● Two types of in-house controllers.
○ Kubernetes controller.
○ Session controller.

State -
Idle

State -
Prepared

State -
Processing

Event - 
Session Open

Event - 
Streaming

Event - 
Session Close

Function -
Spawn containers

Function -
Initialize WebRTC

Function -
Decode audio

Function -
Save mp3 file

Function -
Terminate containers

End

Interrupt

Sample Workflow

Long-lived
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● New event for WebRTC session lifecycle.
● Route function output to another function for streaming.

Serverless - Possible integration with Knative
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WebRTC GW
Container

Function
Container

Route
for WebRTC

Request new 
session

Scale
Knative Serving

?

Knative Eventing
Event for 
Session

Service for
Media Processing

Revision for 
GW function

Revision for 
Custom Function

Route for
gRPC streaming 



Internals - Kubernetes
Replicate and distribute Pods.

Photo by JOSHUA COLEMAN on Unsplash 23
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Kubernetes - Function Pods
● Directly call Pod API to execute function.
● Challenges:

○ Sync multiple containers for a session.
○ API performance - Deal with spike. Spawn in FIFO.

Namespace#1

24Pod API Spike

Pod/Container Pod/Container



Kubernetes - Observability
● Distributed Tracing for container orchestration.

○ Correlate each function’s start-up latency to an end-end workflow.

● Challenges:
○ Bind trace context to container lifecycle, per-function initialization.

25



Kubernetes - Multi Tenancy
● Isolate session and pipeline per customer.

○ Special inter-function authentication mechanism. 

● Challenges:
○ Credential Management, Security
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Internals - Open Ecosystem
Integrate building blocks of open ecosystem.

Photo by Ryan Fields on Unsplash 27

https://unsplash.com/photos/Xz7MMD5tZwA?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/search/photos/building-block?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText


gRPC
● Server streaming RPC
● .proto message for media metadata and payload.

○ Inter-function operability, Gstreamer ready.

● Challenges:
○ Transport choice - UDP.
○ Authentication - Server validates token from client.

WebRTC GW
Container

Function
Container

gRPC server gRPC client

payload meta caps
buffer
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● Defined streaming session events with Cloudevents v0.1.
○ Loosely coupled controllers and components.

● Challenges:
○ Event Tracing

Cloudevents
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WebRTC GW
Container

Kubernetes 
Controller

Session 
Controller

event.type=webrtc.session.open

event.type=webrtc.session.close

Event Gateway



Telemetry
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● Group logs, metrics, and tracing with session ID.
○ Correlation based on Kubernetes metadata.

● Challenges:
○ Custom metadata correlation -  Metadata Agent.
○ Actionable metrics - Drill down. Jump to other metrics with given metadata.

Group all of the 
container logs with 
given session ID



Recap
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Motivation:
 Server-side (Cloud) real-time media processing for WebRTC

Solution: 
 Serverless Real-time Media Processing Platform
➔ Enpowered by Kubernetes, and other open ecosystem

Challenges:
● Introducing a new serverless workflow and lifecycle
● Hardening the Kubernetes integration to achieve production ready



Thank you

https://webrtc.ecl.ntt.com/m-pipe/en
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SDK of Media Pipeline Factory : https://github.com/nttcom/skyway-m-pipe-sdk
Sample codes of function container : https://github.com/nttcom/skyway-m-pipe-components
SkyWay WebRTC Gateway : https://github.com/skyway/skyway-webrtc-gateway

https://webrtc.ecl.ntt.com/m-pipe/en
https://github.com/nttcom/skyway-m-pipe-sdk
https://github.com/nttcom/skyway-m-pipe-components
https://github.com/skyway/skyway-webrtc-gateway

