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About



Day 2 Operations

Which would you prefer?

Proactive Reactive



Successful Kubernetes 

deployments are just 

as much a cultural challenge

as they are technical.



https://blog.heptio.com/core-kubernetes-jazz-improv-over-orchestration-a7903ea92ca



User Experience

● Don’t boil the ocean
● If you have great tools, use them
● Optics matter



Tactically

Platform

API Server

Controllers



Platform

● Day 1 concerns
● Installation matters (today)
● Hardware tuning
● Component life cycles
● Sonobuoy
● Ark



Platform: Availability
Single Cluster, Multi-AZ Cluster Per AZ



API Request Flow



API: Authentication

● No users
● UserInfo
● OIDC
● Dex
● Gangway
● Dashboard!

https://github.com/heptiolabs/gangway

Kubernetes / OIDC Flow



API: Authorization

● RBAC!
● UserInfo
● Secrets



API: Admission Control

● Business Rules
● Quotas
● Pod Security Policies
● Dynamic Admission Control



Custom Controllers

● Kubernetes is not magic
● Business logic
● Any language
● Understand limitations

Custom Controllers / CRD Aggregate API



(not-so-distant) Future: Cluster API

● Familiar Interface
● Commoditize Deployment
● Standardize Operations
● Registry

https://github.com/kubernetes-sigs/cluster-api



The Voltron Moment

Bringing it all together

● Simplicity
● User experience
● Platform
● API Request Flow
● Custom Controllers



https://github.com/heptio/ark
https://github.com/heptio/sonobuoy
https://github.com/heptiolabs/gangway
https://github.com/coreos/dex
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