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Who are we?

● Software Engineers on Cloud Platform team@Databricks
● Provide Infrastructure Services to other engineering teams

○ Deployment Platform (Kubernetes)
○ Monitoring System
○ Permission & Credential Management

● Use a lot Open Source Tools
○ Kubernetes, Prometheus, Bazel, Hashicorp Terraform & Vault, etc
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What is Databricks?

● Creators of Apache Spark
○ https://spark-summit.org/2017/events

/apache-spark-on-kubernetes/

● Unified Analytics Platform
○ Databricks Notebook
○ SaaS product on AWS & Azure
○ Provides Better Performance, 

Collaboration, Security 
around Apache Spark

https://spark-summit.org/2017/events/apache-spark-on-kubernetes/
https://spark-summit.org/2017/events/apache-spark-on-kubernetes/


How does Databricks work?
● Databricks Environment and 

Customer Environment

● Control Plane Services deployed 
to Kubernetes clusters

● Security of Kubernetes clusters is 
critical!



Customer: 
● Customer data remains private
● Security Compliance, e.g. HIPAA, SOC2

AppSec:
● Defense in Depth
● Limited and audited production access

Engineer:
● Security by default
● Easy to extend

Databricks Security Concerns

✓ Access Control

✓ Secret Management

✓ Audit Logging
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How do we do Access Control?



How do we do Access Control?



How do we do Access Control?

✓ All Self-serviced



What Just Happened?
Genie 
● “The” service for access control

● Integrates with Google Group

● Integrated with Hashicorp Vault 
for certificate generation

● Issues certificates applicable to 
multiple services

Genie

Vault

kubectl get pods

get-kube-access

login

Google group

employee cert

get certemployee cert



Employee Certificate
● Signed by global Employee CA

● Short validity

● Identity: Employee’s email 
address in Common Name (CN)

● Role: Google Group in Subject 
(Organization) & Subject 
Alternative Names (SAN)



CA Trust Chain

AWS k8s certnick@ cert

Central Services CA

Root Signer CA

Employee CA

Databricks Root CA

yunzhang@ cert Azure k8s cert



● Client TLS Certificate
● Token-based
● Password-based
● AuthProxy
● ...

Kubernetes Auth Strategies

Why TLS?
✓ Widely supported
✓ Applicable to multi-services
✓ Easy to control expiration
✓ Easy to integrate with 

Kubernetes RBAC

✓  



Kubernetes Role Bindings

● Integrated with Google 
Group

● Access restricted to 
namespace

● Easy to transfer service 
ownership

Kind: 
ClusterRole
Name: edit

System: Jenkins
Group: eng-cluster

Employee: yun@
Group: eng-growth

Kind: RoleBinding
Name: cloud-ns-admin
Namespace:  infra-services
ClusterRole:  edit
Subjects:
---
Group eng-cloud

Kind: RoleBinding
Name: growth-ns-admin
Namespace:  frontend-services
ClusterRole:  edit
Subjects:
---
Group eng-growth

Employee: eric@
Group: eng-cloud



● Needed for an adhoc debugging

● Case: Alice from Team A needs 
to access a service pod belongs 
to Team B

Permission Impersonation

Genie

Vault

kubectl -n TeamB

get-kube-access (TeamB)

login

Google group

employee cert

get cert

notify

approve



Jenkins worker authentication
● Talk to “Genie” backend directly

● Uses a long -lived token

● “Genie” Backend generate TLS 
certificate given the token

Continuous Deployment

Genie

Vault

kubectl apply

get cert

jenkins cert
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- Open source secret management solution
- Can generate TLS certs

- Really useful for short lived (makes it easy)
- This is how Jenkins talks to our k8s cluster

- Also stores "generic" secret material

Hashicorp Vault



apiVersion: v1

kind: Secret

metadata:

  annotations:

    name: mysrv-scrtkeys

    namespace: development

data:

  secret-config: TkFVR0hUWQo=

type: Opaque



Secrets in your k8s Deployments

- Deployment Secrets are hard
- Difficult to audit
- Difficult to rotate
- Can't check them into source 

control



Secret Templates

apiVersion: v1alpha1

kind: SecretTemplate

metadata:

  name: mysrv-scrtkeys

  namespace: development

context:

  name: dev

  url: https://[url]:8200

vault_data:

- name: scrtkeys

  path: v1/svcs/mysrv/scrtkeys

spec:

  secret-config:

    format: scrtkeys.scrtconfig

scrtkeys = { "scrtconfig": "NOTAPASSWORD" }



Secret Templates

- Internal tooling 
- pull data from Vault 
- automatically turn into k8s Secret

- Solves previous issues
- Difficult to audit → Everything in Vault
- Difficult to rotate → Update in Vault, re-apply
- Can't check them into source control → Templates contain no secrets
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Auditing & Logging

- Genie records details of all types of authorizations it grants
- Enable k8s api-server audit logging



● Security should not be a tax on developer productivity
● A generic solution is usually the more secure one
● Remember everything, until you are allowed to forget
● Don't reinvent the wheel -- OSS is your friend

Take aways



Thank you!
ericwang@databricks.com
yunzhang@databricks.com

mailto:ericwang@databricks.com
mailto:yunzhang@databricks.com

