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What do we have on a worker node?

Kubelet

CRI Implementation
(docker-shim)

Runtime (docker)

Kube Proxy

Dashboard

Calico node

System services

Application pod1
Application pod2

Application pod3



Deploying a special-purpose CRI 
implementation

1)As example of such CRI: Virtlet
2)Special-purpose CRI may not be able to run pods such as kube-proxy, 

thus specialized node config is required
3)CRI implementation itself is deprived of Kubernetes deployment 

power as it can't run in a pod
4) It's possible to make CRI implementation itself delegate handling of 

some pods to docker-shim, but this only fixes 1 not 2



Let’s look on our new friend

Kubelet

Docker-shim
with Docker 

Kube Proxy

Dashboard
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Application pod2

Application pod3

CRI Proxy

Your own CRI
 Implementation

Application pod4



And the bonus is...



Thank you

You can find out more about the project at: https://github.com/Mirantis/criproxy

https://github.com/Mirantis/criproxy

