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This Presentation

1. Tooling overview
2. New from SIG Testing
3. Using SIG Testing tooling internally for Anthos



SIG-Testing Tools

● Prow
○ Jobs, plugins, Tide

● Slack automation
● Testgrid
● KinD
● Boskos
● Gopherage
● Kubetest
● GitHub administration automation

○ Branch protector, label_sync, Peribolos
● ...



Prow

● CI/CD system built on Kubernetes for Kubernetes
● Executes jobs for building, testing, publishing, and deploying.
● Jobs can be triggered by different types of events and report 

their status to many different services.
● Also provides GitHub automation:

○ Policy enforcement.
○ Chat-ops via /foo style commands.
○ Automatic pull request merging.

● Used by:
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What’s new?

● Switched job viewing from Gubernator to Spyglass
● Tide action history page
● Slack automation
● kind: lots of new features and improved support
● Automated Prow component publishing, version bumping, and deployment.
● Phaino
● Tackle
● Sub
● Tekton Pipeline controller
● Triggering commands in Gerrit comments (/test, /retest)
● Automated publishing of all variants of test images.



Gubernator -> Spyglass



Gubernator -> Spyglass



Prow: Self Automated Deployment

1. PR some changes to Prow.
2. PR passes tests, checks, and review.
3. Tide automatically merges the PR.
4. Post-submit job builds and publishes new Prow images.

⟲
5. Daily periodic job creates a PR to update the checked-in Prow component versions.
6. Current on-call approves the version bump PR.
7. Post-submit job deploys changes to cluster resources.



Slack Automation



Slack Automation
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Tide History



kind - Kubernetes in Docker

New since Kubecon Seattle:
● Proxy support
● Fully offline clusters & development
● Image side loading (kind load docker-image and kind load image-archive)
● Conformance certified
● Limited ARM64 & PPC64LE support
● Improved windows (host) support
● Significantly faster cluster startup
● https://kind.sigs.k8s.io/ docs site
● Configurable API Server address & port
● Support for additional node mounts

https://kind.sigs.k8s.io/


What we’re up to now

● Prow
○ Supporting more git providers and code review platforms
○ Improving metrics and alerting
○ OSS management of prow.k8s.io
○ Improve self service of config
○ GitHub Enterprise support

● kind
○ Even faster startup and smaller images with containerd
○ Networking revamp: lightweight CNI config, exposing ports on the fly
○ Restart support
○ Building from Kubernetes release tarballs


