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e Pavol Loffay (https://github.com/pavolloffay)
o Software engineer at Red Hat
o Maintainer of Jaeger, OpenTracing, OpenTelemetry

e Yuri Shkuro (https://Qithub.com/yurishkuro)

o Software engineer at Uber Technologies
o Maintainer of Jaeger, Openlracing, OpenTelemetry
o Author of "Mastering Distributed Tracing” book
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https://github.com/pavolloffay
https://github.com/yurishkuro
https://www.shkuro.com/books/2019-mastering-distributed-tracing/
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What is Tracing & Whye

Concepts and terminology



Modern Distributed Systems are COMPLEX

Loading Netflix or Facebook home page =

dozens of microservices, 100s of nodes
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How can we tell what is going one

Which service is 1o blame

when things go wrong or become slowe
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Traditional monitoring tools don't help

Metrics show something is Logs are a mess: concurrent
wrong, but do not explain why. requests, multiple hosts,
impossible to correlate.
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Monitoring tfools must tell stories!

Do you like debugging
without a stack tfrace@e

We need to monitor
distributed transactions
= distributed tracing!
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Context Propagation & Distributed Tracing

Edge Service
Unique ID — {context} A

{context}

{context}

TRACE C

{context}

SPANS
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Let’s look at some fraces
http://bit.do/jaeger-hoirod
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http://bit.do/jaeger-hotrod

Service dependencies diagram

Force Directed Graph DAG

frontend

driver customer

‘redis ‘mysql



Trace timeline

v frontend: HTTP GET /dispatch % | | search View Options v

Trace Start: December 8, 2018 6:51 PM  Duration: 954.54ms Services: 6 Depth: 5 Total Spans: 50

Oms 238.63ms 477.27Tms 715.9ms 954.54ms
S — ——
Service & Operation v > ¥ >» Oms 238.63ms 477.27ms 715.9ms 954.54ms

v | frontend HTTP GET /dispatch

v | frontend HTTP GET: /customer S 540.22ms
v I frontend HTTP GET S 540.18ms
v I customer HTTP GET /customer S 530.62ms
mysqgl SQL SELECT 539.54ms
v I frontend Driver::findNearest 191.41ms D
v | driver Driver:findNearest 191.12ms
| redis FindDriveriDs 24.38ms G
I redis GetDriver 11.61ms @
I © redis GetDriver 29.97ms D
I redis GetDriver 10.46ms @
| redis Getoriver 11.9ms @
I redis GetDriver 11.46ms @
| redis Getbriver 10.96ms @
| redis Getbriver 8.89ms @
I redis GetDriver 9.93ms @
I redis GetDriver 16.52ms @
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Trace timeline - Parent — Child — Grandchild

v frontend: HTTP GET /dispatch 3 ch View Options v

Trace Start: December 8, 2018 6:51 PM  Duration: 954.54ms Services: 6 Depth: 5 Total Spans: 50

Oms 238.63ms 715.9ms 954.54ms
e e

Service & Operation v > ¥ >» Oms 238.63ms 477.27ms 715.9ms 954.54ms

v | frontend HTTP GET /adispatch
v | frontend HTTP GET: /customer
v | frontend HTTP GET
v | customer HTTP GET /customer
mysql SQL SELECT
v I frontend Driver::findNearest

v | driver Driver:findNearest

redis FindDriverlDs
redis GetDriver
(1] redis GetDriver
redis GetDriver

redis GetDriver

redis GetDriver
redis GetDriver
redis GetDriver
redis GetDriver

I
|
I
I
| redis Getoriver
|
I
I
I

| i7" R

S 540.22ms
S 540.18ms
. 539.62ms

539.54ms
191.41ms D
191.12ms
24.38ms D
11.61ms @
29.97ms D
10.46ms @
11.9ms @
11.46ms @
10.96ms @
8.89ms @
9.93ms @

16.52ms @




Trace timeline — Time + Mini-map

v frontend: HTTP GET /dispatch % | | Searct View Options v

Trace Start: December 8, 2018 6:51 PM  Duration: 954.54ms Services: 6 Depth: 5 Total Spans: 50

Oms 238.63ms 477.27Tms gy, 715.9ms 954.54ms
T
Service & Operation v >¥>» Oms 238.63ms 477.27Tms 715.9ms 954.54ms
v | frontend HTTP GET /dispatch
v | frontend HTTP GET: /customer 540.22ms
v | frontend HrTe cET 540.18ms
v I customer HTTP GET /customer 539.62ms
539.54ms

mysql sQL SELECT
v I frontend Driver::findNearest

v | driver Driver:findNearest

redis FindDriverlDs

redis GetDriver

(1] redis GetDriver

redis GetDriver 1

redis GetDriver

redis GetDriver
redis GetDriver
redis GetDriver
redis GetDriver

I
I
I
I
| redis GetDriver
I
J
I
I

| i7" R

191.41ms D

191.12ms

24.38ms D

11.61ms @
29.97ms D
10.46ms @
11.9ms @
11.46ms @
10.96ms @
8.89ms @
9.93ms @

16.52ms @



Trace timeline — A blocking operation

v frontend: HTTP GET /dispatch % | | Searct View Options v

Trace Start: December 8, 2018 6:51 PM  Duration: 954.54ms Services: 6 Depth: 5 Total Spans: 50

Oms 238.63ms 477.27Tms 715.9ms 954.54ms
2 —— o
Service & Operation v > ¥ >» Oms 238.63ms 477.27ms 715.9ms 954.54ms

v | frontend HTTP GET /dispatch

v | frontend HTTP GET: /customer 540.22ms
v | frontend HTTP GET 540.18ms
v I customer HTTP GET /customer 539.62ms
mysql SQL SELECT 539.54ms
v I frontend Driver::findNearest 191.41ms D
v driver Driver:findNearest 191.12ms
| redis FindDriverlDs 24.38ms G
I redis GetDriver 11.61ms @
I © redis GetDriver 29.97ms D
I redis GetDriver 1 10.46ms @
| redis Getoriver 11.9ms @
| redis cetoriver 11.46ms @
| redis Getbriver 10.96ms @
| redis Getbriver 8.89ms @
I redis GetDriver 9.93ms @
I redis GetDriver 16.52ms @B
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Trace timeline — Sequential operations

v frontend: HTTP GET /dispatch % | | search

Trace Start: December 8, 2018 6:51 PM  Duration: 954.54ms Services: 6 Depth: 5 Total Spans: 50

View Options v

Oms 238.63ms 477.27Tms 715.9ms 954.54ms
2 —_—
Service & Operation v > ¥ >» 0ms 238.63ms 477.27ms

v | frontend HTTP GET /dispatch
v | frontend HTTP GET: /customer

v | frontend HTTP GET

715.9ms 954.54ms

S 540.22ms
S 540.18ms

v I customer HTTP GET /customer S 539.62ms

mysql SQL SELECT
v I frontend Driver::findNearest

v | driver Driver:findNearest

redis

(1] redis GetDriver

redis

redis

redis
redis
redis
redis

I
I
I
I
| redis
I
J
I
I

| i7" R

redis FindDriverlDs

GetDriver

GetDriver

GetDriver

GetDriver

GetDriver

GetDriver

GetDriver

GetDriver

539.54ms

191.41ms

3 191.12ms

24.38ms D
11.61ms @
29.97ms D
1 10.46ms @
11.9ms @
11.46ms @
10.96ms @
8.89ms @

9.93ms @

16.52ms @




Trace timeline — Parents encompass descendents

v frontend: HTTP GET /dispatch % || search

Trace Start: December 8, 2018 6:51 PM  Duration: 954.54ms Services: 6 Depth: 5 Total Spans: 50

View Options v

Oms 238.63ms 477.27Tms 715.9ms 954.54ms
2 —————
Service & Operation v > ¥ >» Oms 238.63ms 477.27ms 715.9ms 954.54ms

v | frontend HTTP GET /adispatch
v | frontend HTTP GET: /customer

v | frontend HTTP GET

S 540.22ms
S 540.18ms

v I customer HTTP GET /customer S 539.62ms

mysql SQL SELECT
v I frontend Driver::findNearest
v | driver Driver:findNearest

| redis Findoriverins

| redis

I (1] redis GetDriver

| redis
| redis
| redis
| redis
| redis
| redis
| redis

| i7" R

GetDriver

GetDriver

GetDriver

GetDriver

GetDriver

GetDriver

GetDriver

GetDriver

539.54ms
191.41ms D
3 191.12ms
24.38ms D
11.61ms @
29.97ms D
1 10.46ms @
11.9ms @
11.46ms @
10.96ms @
4 8.89ms @
9.93ms @

16.52ms @




Span details

> frontend: HTTP GET /dispatch

vV >¥>» Oms
S S )

Service & Operation
v | frontend HTTP GET /dispatch
v | frontend HTTP GET: /customer

v | frontend HrTP GET
v | customer HTTP GET /customer

mysql saL SELECT

v I frontend Driver::findNearest

v | driver Driver:findNearest

View Options v

E:

715.9ms 954.54ms

238.63ms 477.27Tms

N 5,0.22MS
S 5/40.18ms
(D 530 .62ms

539.54ms

Service: mysql = Duration: 5639.54ms = Start Time: 0.67ms

SQL SELECT
v Tags
span.kind "client"
peer.service "mysql"
sql.query "SELECT * FROM customer WHERE customer_id=392"
request "3878-3"

> Process: client-uuid = 55627059ae2defbd = hostname = joef-CO2TXOLYHTDG = ip = 192.168.1.5 jaeger.version = Go-2.15.0

v Logs (2)

> 0.68ms: event -~ Waiting for lock behind 2 transactions  blockers - [3878-1 3878-2]
> 282.29ms: event -~ Acquired lock with O transactions waiting behind

Log timestamps are relative to the start time of the full trace.
7aecad811f9df684

191.41ms D

191.12ms



Span details - Database query

> frontend: HTTP GET /dispatch % View Options v
Service & Operation v >¥>» O0ms 238.63ms 477.27ms 715.9ms 954.54ms
v | frontend HTTP GET /dispatch

v | frontend HTTP GET: /customer 540.22ms
v | frontend HrTP GET 540.18ms

v I customer HTTP GET /customer (S 530.62ms
539.54ms

mysql saL SELECT

Service: mysql = Duration: 5639.54ms = Start Time: 0.67ms

SQL SELECT
v Tags
span.kind "client"
peer.service "mysql"
sql.query "SELECT * FROM customer WHERE customer_id=392"
request "3878-3"

> Process: client-uuid = 55627059ae2defbd = hostname

v Logs (2)

joef-CO2TXOLYHTDG ip=192.168.1.5 jaeger.version = Go-2.15.0

blockers = [3878-1 3878-2]

v I frontend Driver::findNearest

v | driver Driver:findNearest

> 0.68ms: event -~ Waiting for lock behind 2 transactions
> 282.29ms: event -~ Acquired lock with O transactions waiting behind

Log timestamps are relative to the start time of the full trace.
7aecad811f9df684

191.41ms D

191.12ms



Span details - | ock contention

> frontend: HTTP GET /dispatch

Service & Operation v > ¥ >» 0ms

v | frontend HTTP GET /dispatch
v | frontend HTTP GET: /customer
v | frontend HrTP GET
v | customer HTTP GET /customer

mysql saL SELECT

38 [ View Options v

238.63ms 477.27Tms 715.9ms 954.54ms

540.22ms

S 5/40.18ms
(D 530 .62ms

539.54ms

Service: mysql = Duration: 5639.54ms = Start Time: 0.67ms

SQL SELECT
v Tags
span.kind "client"
peer.service "mysql"
sql.query "SELECT * FROM customer WHERE customer_id=392" 1
request "3878-3"

> Process: client-uuid = 55627059ae2defbd = hostname = joef-CO2TXOLYHTDG = ip = 192.168.1.5 jaeger.version = Go-2.15.0

v Logs (2)

> 0.68ms: event -~ Waiting for lock behind 2 transactions  blockers - [3878-1 3878-2]

> 282.29ms: event -~ Acquired lock with O transactions waiting behind

Log timestamps are relative to the start time of the full trace.
7aecad811f9df684

191.41ms D

v I frontend Driver::findNearest
191.12ms

v | driver Driver:findNearest



Comparing trace structures

eats-gateway: /eats/v1/eaters/:eaterUuid/orders v B eats-gateway: /eats/v1/eaters/:eaterUuid/orders

November 7, 6:03:18 pm 2.74s 507 November 7, 5:59:30 pm 1.49s 333

A
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Comparing trace structures

eats-gateway: /eats/v1/eaters/:eaterUuid/orders v B eats-gateway: /eats/v1/eaters/:eaterUuid/orders
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Comparing trace structures

A eats-gateway: /eats/v1/eaters/:eaterUuid/orders v B eats-gateway: /eats/v1/eaters/:eaterUuid/orders
November 7, 6:03:18 pm 2.74s 507 November 7, 5:59:30 pm 1.49s 333

2 R i



"You have an outstanding balance..."

> eats-gateway: /eats/v1/eaters/:eaterUuid/orders %® View Options v (2 Archive Trace

Service & Operation v >V¥>» O0ms 371.25ms 742.5ms 1.11s 1.49s

v | eats-gateway /eats/vi/eaters/:eaterUuid/orders

> | eats-gateway the-menuWassoGood 1

> | eats-gateway i-qot-iost-OnTheway:ToThedifiyStore CEE— 1
v | O eats-g y abc-def::allYous gToYou 1.29s
abC-def::al|YOUrBaseAreBelOngTOYOU Service: eats-gateway Duration: 1.29s = Start Time: 192ms

> Tags: span.kind=client component=THE-component error=true

> Process: ip=127.0.42.99 jaeger.hostname = host-with-the-most = jaeger.version = version-ing  legacy-jaeger-client = 42.99.99

v Logs (1)

v 1.48s

event "error"
error.kind "TChannelError"

error.object {
info: {

message: "Please verify payment information to secure your account"”,
statusCode: 403,
shouldRetry: false,
stack: "*errors.errorString You have an outstanding balance due to a credit card problem. Please update your billing settings.
/there/are/many/paths/up/the/mountain:150 (0x1337b0)
/there/are/many/paths/up/the/mountain:74 (0x1337b0)
/there/are/many/paths/up/the/mountain:83 (0x1337b0)
/there/are/many/paths/up/the/mountain:118 (0x1337b0)
/there/are/many/paths/up/the/mountain:71 (0x1337b0)
/there/are/many/paths/up/the/mountain:36 (0x1337b0)
/there/are/many/paths/up/the/mountain:22 (0x1337b0)
/there/are/many/paths/up/the/mountain:729 (0x1337b0)
/there/are/many/paths/up/the/mountain:470 (0x1337b0)
/there/are/many/paths/up/the/mountain:458 (0x1337b0)
/there/are/many/paths/up/the/mountain:1269 (0x1337b0)
/there/are/many/paths/up/the/mountain:1030 (0x1337b0)
/there/are/many/paths/up/the/mountain:94 (0x1337b0)
/there/are/many/paths/up/the/mountain:163 (0x1337b0)
/there/are/many/paths/up/the/mountain:237 (0x1337b0)
/there/are/many/paths/up/the/mountain:118 (0x1337b0)

Log timestamps are re

he start time of the full

63bd06b7a7ed85b4



Comparing span durations

eats-gateway: /eats/v1/eaters/:eaterUuid/orders v B eats-gateway: /eats/v1/eaters/:eaterUuid/orders

November 7, 6:03:18 pm 2.74s 507 November 7, 6:02:01 pm 4.2s 526

A



Comparing span durations
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November 7, 6:03:18 pm 2.74s 507 November 7, 6:02:01 pm 4.2s 526

A
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Comparing span durations

eats-gateway: /eats/v1/eaters/:eaterUuid/orders v B eats-gateway: /eats/v1/eaters/:eaterUuid/orders

November 7, 6:03:18 pm 2.74s 507 November 7, 6:02:01 pm 4.2s 526
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Comparing span durations

eats-gateway: /eats/v1/eaters/:eaterUuid/orders v B eats-gateway: /eats/v1/eaters/:eaterUuid/orders

November 7, 6:03:18 pm 2.74s 507 November 7, 6:02:01 pm 4.2s 526
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Comparing span durations

A eats-gateway: /eats/v1/eaters/:eaterUuid/orders v B eats-gateway: /eats/v1/eaters/:eaterUuid/orders

November 7, 6:03:18 pm 2.74s 507 November 7, 6:02:01 pm 4.2s 526

wizardly-omega

Herein::findTheAlphaResidual




Comparing span durations

eats-gateway: /eats/v1/eaters/:eaterUuid/orders v B eats-gateway: /eats/v1/eaters/:eaterUuid/orders

November 7, 6:03:18 pm 2.74s 507 November 7, 6:02:01 pm 4.2s 526

A

+218.98ms  predicator

+57% ASAPv2::gotoJaegertracinglO

v



Graph Visualizations

Gantt chart is not great for traces with many 100s of spans

e Trace Diffs

o Compare two traces

o Compare one trace against a group of traces (coming soon)
e TJrace Graph

o Call graph visualization with mini-aggregaftions

o Showing paths rather than individual RPCs

£ CLOUD NATIVE 34
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Graph Visualizations

e Surface less information

e Condense the structural representation

e Emphasize the differences

e Distinct comparison modes simplify the comparisons

£ CLOUD NATIVE
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Transitive Service Graphs

4 Traces

Compare traces by selecting result items

frontend: HTTP GET /dispatch 3633087

51 Spans 3 Errors . customer (1) driver (1) . frontend (24)

frontend: HTTP GET /dispatch 73e6e77

50 Spans 2 Errors . customer (1) driver (1) . frontend (24)

frontend: HTTP GET /dispatch dg4s4s¢

51 Spans 3 Errors . customer (1) driver (1) . frontend (24)

mysql (1)

mysal (1)

mysql (1)

Sort:

redis (14) [ route (10)

redis (13) . route (10)

redis (14) . route (10)

Most Recent

Deep Dependency Graph

1.04s

Today 5:39:56 pm

5 minutes ago

853.78ms

Today 5:39:56 pm

5 minutes ago

702.29ms

Today 5:39:56 pm

5 minutes ago



Transitive Service Graphs

3£ Layout ~

1F Upstream hops 1/ 1 ~

1= Downstream hops 2/ 3 ~

customer

HiNE
GET/
customer

frontend

HTTP
N\ GET

<

frontend frontend

HTTP HTTP

GET: / GET: /route
customer

v

frontend frontend

HTTP HTTP

GET/ GET/
dispatch dispatch

driver

Driver::
findNearest

|

frontend

Driver::
findNearest

frontend
HTTP
GET/

7spatqh

/
/

/
| 4
redis

FindDriverlDs

redis

GetDriver



Distributed Tracing Systems

distributed performance
transaction and latency
monitoring optimization

service
dependency
analysis

distributed context propagation

" " CLOUD NATIVE
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Jaeger, a Distributed Tracing Platform

instrumentation

libraries / SDKs

U

OPENTRACING

« python
=GO =Java @ nede
EEEEEEE . @

“““““““““““

£ CLOUD NATIVE
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frace
collection
backend

visualization

data mining
platform

frontend
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Jaeger - /'yager/, noun: hunter

e |Inspired by Google's Dapper and OpenZipkin
e Created at Uberin August 2015

n
e Open sourced in April 2017 a\.._.y"
- Joined CNCF in Sep 2017 (incubating) * e’

 Graduated to top-level CNCF project =
Oct 31, 2019 (CNCF announcement)

r<1 CLOUD NATIVE 41
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https://www.cncf.io/announcement/2019/10/31/cloud-native-computing-foundation-announces-jaeger-graduation/

OpenTracing

Instrumentation API

— Context propagation
— Distributed tracing

— Contextualized logging
— Contextualized metrics

Vendor neutradl
Cross language
« CNCF top-level project

£ CLOUD NATIVE
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U

OPENTRACING

http://opentracing.io

-1 CLOUD NATIVE
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http://opentracing.io

Jaeger Architecture

Service A

OpenTracing

Trace metadata in headers:
e Jaeger native format
e Zipkin’s B3 format

Service B

instrumentation

Jaeger Tracer

£ CLOUD NATIVE
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Jaeger
Backend

— _> ’On’

4(:\ ./’

e

> Zipkin or

OpenCensus or
OpenTelemetry
instrumentation
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Architecture 2017: Push

= e o o -y

1
: ; ul
| |
: Application : T
VT . : .
I jaeger-client I jaeger-collector -
| A |
1 1 . L
| Spans : Control |, ™ adaptive —>| jaeger-query
l (UDP) | flow l :
I | I sampling
| | I
I jaeger-agent I
: i I push :
e e e e — = Fmmm - — | |
e e e e e o - : Spark jobs [«
Control flow poll
(sampling, etc.)
<1 CLOUD NATIVE 44
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Architecture now: Push+Async+Streaming

Ul

T

: Host or Container : _
| l jaeger .
| o ' collector Jaeger
: Application p—— : >< Kafka <>—> ingester
| I [ adaptl_ve j async | g indexer
: jaeger-client : samlpllng
I |
! Spans * Control : :
' | (UDP) | flow , | Push
| ! | i Flink
| jaeger-agent | | streaming DB
G i ! I

|

£ CLOUD NATIVE
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Control flow poll
(sampling, etc.)

jaeger
query

!
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Technology Stack

e (o backenad == elasticsearch

e Pluggable storage -
o Cassandra, Elasticsearch, badger, memory

e React/Javascript frontend

e OpenTracing Instrumentation libraries

o In’regrc’rion with Kaftka, Apache Flink

& python ]
Floo Sz '@ nede G @ ‘Php) J
& powered

___________________________________

<1 CLOUD NATIVE Apache Cassandra® is a trademark of the Apache Software Foundation in

k=l COMPUTING FOUNDATION

the United Stai



http://www.apache.org/

Project & Community

e 9,000+ GH stars
e 1200+ contributors

e 375 authors of commits and pull
requests

* 15 maintainers across all
components from 5+ companies
(backend: 7 and 3 respectively)

o 815 Gitter channel members

e 2,800+ Twitter followers

* 15releases since incubation

* 10M+ Docker pulls

£ CLOUD NATIVE
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[J jaegertracing / jaeger @unwatch~ 305  KUnstar 9,056 = ¥Fork 943

<> Code Issues 265 Pull requests 32 Actions Projects 1 Security Insights Settings
CNCF Jaeger, a Distributed Tracing Platform https://jaegertracing.io/ Edit
distributed-tracing opentracing jaeger cncf  Manage topics
P 858 commits ¥ 6 branches © 27 releases 4" 1 environment 22 109 contributors sfs Apache-2.0

Create new file =~ Upload files  Find File Clone or download ~

+ Latest commit 404ce68 7 hours ago

Branch: master v New pull request

mi vprithvi and yurishkuro [refactor] pass saramaMessageWrapper by value (#1818) -

jaegertracing / jaeger-collector ¢ 10 4 1om+ © PUBLIC

Updated 7 hours ago

47


https://twitter.com/JaegerTracing
https://github.com/jaegertracing/jaeger/releases
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Jaeger 1.15

New Features

48



Kubernetes Operator

Badger storage

Storage plugins: Couchbase, InfluxDB
Visual trace comparisons

Security improvements

o TLS with gRPC, Kafka, Elasticsearch

£ CLOUD NATIVE

k=l COMPUTING FOUNDATION

49



Documentation Website

e Releases & Downloads
e Architecture

e Deployment

e Command line opftions
e Client features

£ CLOUD NATIVE
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Integrations

e Jaeger Operator for Kubernetes
o https://qithub.com/jaegertracing/jaeger-operator

e OpenTelemetry libraries and collector ship with exporters for Jaeger

o https://opencensus.io/quides/exporters/supported-exporters/java/ijaeger/

e |Isfio comes with Jaeger included

o https://istio.io/docs/tasks/telemetry/distributed-tracing/
e Envoy works with Jaeger native C++ client

o https://www.envoyproxy.io/docs/envoy/latest/start/sandboxes/jaeger native tracing

e Eclipse Trace Compass incubator supports importing Jaeger traces

o  https://aithub.com/tuxology/iraceviziab/tree/master/labs/303-jaeger-opentracing-traces
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https://github.com/jaegertracing/jaeger-operator
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https://www.envoyproxy.io/docs/envoy/latest/start/sandboxes/jaeger_native_tracing
https://github.com/tuxology/tracevizlab/tree/master/labs/303-jaeger-opentracing-traces

Asynchronous span ingestion

e Push model was struggling to keep up with traffic spikes
o Because of sync storage writes
o Collectors had to drop data randomly
e Kafkais much more elastic for writes
o Just raw bytes, no schema, no indexing
o A lotless overhead on the write path
e Datain Kafka allows for streaming data mining & aggregations

e TwoO new components: jaeger-ingester and jaeger-indexer
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Protobut & gRPC

e Internal data model generated from Protobuf IDL

e (JgRPC connection between jaeger-agent and jaeger-collector

Why

e QgRPC plays better with modern routing than TChannel
e Path to official data model and collector/query APIs
e Protobuf-based JSON API

e Unblock development of storage plugins

e (Thrift still supported for backwards compatibility)
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Zipkin Compatibility

e Clients

o [Zipkin B3-*** headers for context propagation

o Interop between Jaeger-instrumented and Zipkin-instrumented apps
e Collector

o Zipkin Thrift, Protobuf, and JSON v2 span format

o Use Zipkin instrumentation (e.g. Brave) to send traces to Jaeger
e Kafka

£ CLOUD NATIVE 54

k=l COMPUTING FOUNDATION



CLOUD NATIVE

COMPUTING FOUNDATION

Roadmap

hitp://bit.do/jaeger-roadmap
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Trace DSL, jupyter notebooks and where we are
heading

Delayed & ad-hoc sampling

Tail-based sampling

OpenTelemetry
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Adaptive Sampling

Problem

e APIs have endpoints with different QPS

e Service owners do not know the full impact of sampling probability
Adaptive Sampling is per service + endpoint,

decided by Jaeger backend based on traffic
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Adaptive Sampling Status

e Jaeger clients support per service/endpoint
sampling strategies
e Can be statically configured in collector

e Pull requests for dynamic recalculations

[ CLOUD NATIVE 58
OOOOOOOOOOOOOOOOOOO



Data Pipeline

e Based on Katka and Apache Flink
e Support aggregations and data mining

e Examples:

o Pairwise service graph (dependencies diagram)

o Path-based service graphs s

o Latency histograms . .

e
1 CLOUD NATIVE 59

k=l COMPUTING FOUNDATION



Geftfing In Touch

GitHub: hitps://qithub.com/jaegertracing

Chat: hitps://qgitter.im/jaegertracing/

Mailing List - jaeger-tracing@googlegroups.com

Blog: hitps://medium.com/jaegertracing

Twitter: https://twitter.com/JaegerTracing

Bi-Weekly Community Meetings
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https://github.com/jaegertracing
https://gitter.im/jaegertracing/Lobby
https://groups.google.com/forum/#!forum/jaeger-tracing
https://medium.com/jaegertracing
https://twitter.com/JaegerTracing
https://docs.google.com/document/d/1ZuBAwTJvQN7xkWVvEFXj5WU9_JmS5TPiNbxCJSvPqX0/edit

Q&A

e Jaeger Deep Dive - Wed, November 20, 2:25pm

’m,

N
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https://jaegertracing.io

Jaeger vs. OpenTracing
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Jaeger vs. OpenTracing, OpenCensus, OpenTelemeiry
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Learn More

Website: jaegertracing.io/
Blog: medium.com/jaegertracing
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