
Delivering 
GPU as a Service
Yaron Haviv, CTO, Iguazio



One Year From Data Science in Production 

Data Access

Complex Devops

Slow 
Exploration

Slow Training, 
Not Scalable

Recoding

Missing Features 
in Production

Slow Response Time 

Lack of Observability 
and Reproducibility



Code/Model Development Is Just The FIRST Step
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Develop/Experiment Package Scale-out Tune Instrument Automate

• Dependencies
• Parameters
• Run scripts
• Build

• Load-balance
• Data partitions
• Model distribution
• Hyper params

• Parallelism
• GPU support
• Query tuning
• Caching  

• Monitoring
• Logging
• Versioning
• Security

• CI/CD
• Workflows
• Rolling upgrades
• A/B testing

Weeks with one 
data scientist

Months with a large team of developers, 
scientists, data engineers and DevOps

Every piece of code, data science algorithm, or data processing task must be built for production



GPUs Accelerate Many Data-Science Workload

See: https://towardsdatascience.com/python-pandas-
at-extreme-performance-912912b1047c

BUT we don’t want to pay 
for their idle time

30x faster data 
analytics

https://towardsdatascience.com/python-pandas-at-extreme-performance-912912b1047c
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External Data Sources Real-time Multi-Model DB & Files

Automation and user 
facing portals/APIs

Managed Services

Features (Online, offline) 
and raw data

Shared GPU/CPU resources

PandasDaskTensorFlow PyTorch Spark Presto Grafana

Building a Cloud-Native Data Science and ML Platform

PrometheusRapids

Managed 
Jupyter

Nuclio
ServerlessKubeFlow

Time 
Series

Stream TableObject
DW, Files, Object

Job/Artifact 
Management
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Pipeline Example: Real-time Product Recommendations

Product, Store, 
Customer Tables

Base
Features

Transactions, 
Location Updates

Environment
(e.g. weather)

Derived 
Features

User ID

Top K 
Products

Model

Logs/telemetry

Learned 
Features

ETL

Stream

Scrape

Data prep

API

Model Serving

TensorFlow
embedding

XGBoost
buying probability

Ingest Data Prep Train Serve

- ML Functions - Feature/Model Store

Elastic functions + GPUs = Performance, Scale, Simplicity 



Using Nuclio + GPU to Accelerate ETL and Streaming

Simple code!  Automated DevOps !  Any Source!
(e.g. read JSON Stream + aggregate + dump to Parquet)

18 MB/s

600 
MB/s

Simple Python

+
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https://github.com/nuclio

https://github.com/nuclio/nuclio


Using Nuclio for Real-time Model Serving

4 Machines:
CPU + GPU + 
Serverless

Transactions 
per Second

8 Machines:
CPU + GPU + 
Serverless

200

400

600

800

8 Machines:
CPU + GPU

8 Machines:
CPU

STILL FASTER WITH 
ONLY 4 MACHINES!

Single command from 
notebook to function
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Introducing Nuclio ML Functions and MLRun

Application & Notebook Templates

Builder Controller Runs & Artifacts DB

Real-time Analytics ServingTraining
+ KFS

Access from your notebook, IDE, or KubeFlow

Multiple 
Engines

Common APIs 
& Automation

Built-in Artifacts 
& Runs Tracking

Elastic Scaling
of CPUs & GPUs

Fast Persistent Data Layer  (Files, DataFrames, K/V)
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User Code OR 
ML service

Runtime / SaaS  
(+ Parallelism)

Data / Feature 
stores

Secrets

Artifacts & 
Models

Ops

KubeFlow Pipelines

ML & Analytics Functions Architecture

Inputs Outputs



Demo: Fast and Dynamically Scaling ML Pipeline

Data
(Images) 
Collection

Image 
Labeling

Distributed
Training

Images 
Classification 
In Real-time

Real-time Data Fabric
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Thank You
yaronh@iguazio.com, @yaronhaviv

mailto:yaronh@iguazio.com


Nuclio: Taking Serverless to Data Intensive Apps
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• Non-blocking, parallel
• Zero copy, buffer reuse
• Up to 400K events/sec/proc
• GPU optimizations

Function
Workers

Event
Listeners

Extreme Performance

Shard 1 Workers

Workers
Shard 2

Shard 3

Shard 4 Workers

Advanced Data & AI Features

DB, MQ, 
File

Functions

• Auto-rebalance, checkpoints
• Any source: Kafka, NATS, 

Kinesis, event-hub, iguazio, 
pub/sub, RabbitMQ, Cron, ..

• NVIDIA Rapids integration

• Data bindings
• Shared volumes 
• Context cache

Statefulness

nuclio processor 

Natively integrated with KubeFlow
and Jupyter Notebooks
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