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Why Machine Learning?



Machine Learning vs. Traditional Methods

Decision surface

SVM algorithm maps the points into 3D where they are separable by a plane (linear hyperplane in 3D)




Deep Learning

Can a computer understand these pictures?

A yellow bus driving down a road Living room with white couch and
with green trees and green grass blue carpeting. The room in the
in the background. apartment gets some afternoon sun.



Al vs Humans !

* O+ Google DeepMind

Challenge Match

Go champion Lee Sedol, on the right, concedes the second of possible five games vs. Google's AlphaGo Al.



Characteristics of Machine Learning



Data and Compute Intensive

AlexNet to AlphaGo Zero: A 300,000x Increase in Compute
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ML is lterative !

Unclean Relation
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Collaboration and Sharing

00




The Journey @MOD



Top 3 Requirements

Access to elastic Deploy models into Optimize and Scale
compute production Machine Learning



As a Data Scientist, | want a
«self-service cloud like”

experience for my Machine Learning

projects, where | can access a rich set of

modelling frameworks,
data, and computational

resources, share and collaborate
with colleagues, and deliver my work

into production with speed,
agility and repeatability to drive

organizational value!

Self service portal to select
ML frameworks, data access

Inferencing

E

Deployment in
production



Step 1: A Self Service Cloud




Multiple GPUs and Sharing GPUs

m
|




FYI - Other GPU Sharing techniques

Guest OS Guest OS
NVIDIA NVIDIA
Driver Driver

VM VM
L 3 S
vGPU
Manager
Server

B i .

CPU

MODEL REPOSITORY
LALs m @ (Persistent Volume)

Request/Response Handling Managefvlwn!

Inference Request I Inference Response

NVIDIA TensorRT Per-model Framework
Qu

Backends

@

Inference Server

GPU Virtualization on Steroids

Use your favorite GPU
applications as-is

Bitfusion Boost Layer ———e

Your existing GPU =~ ==
infrastructure




Multi Tenancy

O Data Data Data
| i SetA | SetB Set C

Identity and Role Based
Access

Network Policies
Project

Storage Classes
Tango

Resource Isolation
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Being good neighbours !

K8s Job

K8s Job
with Toleration for

with Toleration for
GPU workload only GPU workload only Use Affinity and

Priority: P1

Priority: P99
riority Anti-Affinity for
softer rules (vs.

GPU Admission
Taints/Tolerations)

Controller adds
the K8s Job
annotations

BT =‘ L — ,
Multitenancy with Priority Cl
. q . riority Class can
OpenShift Projects: have Quotas
OPENSHIFT

Priority

Each Project can have
quotas for GPU usage

-_y . -




ML Talent

Igle

Scall

Step 2




WHAT IF 1 TOLD YOU

— O

YOU CAN BE A ML EXPERT






We got it!
ENTER PROJECT NAME @

We are doing some science...

0%

Hyper parameter optimization i

Running nose

tarting

.

Fever

)

Got Flu: Yes

OPENSHIFT CONTAINER PLATFORM

jupyterhub

upyterhub,

jupyterhub-db, #
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AutoML Design Elements

|
\ F 1 as k
X web development,
one drop &t a time

b RabbitMQ
ceph

PostgreSQL




309% & ¢

Average improvement in machine learning model performance

710% 0000 (

Increase in machine learning models number

600% #tsddddied

Growth of users in the previous 6 months




Challenges and Next Steps

=> Automate development, debug and deployment of notebooks
—> Better way to save and catalog experiments

=> AutoML for unstructured data - images, audio

=> Supported way for GPU sharing
S

Multi-cluster



What's Next



Community First

(’ 1?

SBkafka
NVIDIA NGC N

The registry for
Kubernetes Operators

@!h OPEN DATA HUB

\= OperatorHub.io
ML-as-a-service reference architecture Home for k8s community to share
on OpenShift and open source and ISV operators for various apps/tools

content



OperatorHub.io

Al/Machine Learning
Application Runtime
Big Data

Cloud Provider
Database

Developer Tools
Integration & Delivery
Logging & Tracil
Monitoring
Networking
OpenShift Optional
Security

Storage

Streaming & Messaging

Altinity (1)
Amazon Web
Services (1)
Anchore(1)
Appsody (1)
Aqua Security (1)
Show 57 more

Basic Install (40)
Seamless
Upgrades(13)
Full Lifecycle (18)
Deep Insights(12)
Auto Pilot(2)

Welcome to OperatorHub.io

Q Search OperatorHub...

OperatorHub.io is a new home for the Kubernetes community to share

A akka

Akka Cluster Operator
provided by Lightbend,
Inc.

Run Akka Cluster

)

Appsody Operator
provided by Appsody

Deploys Appsody based
applications

Banzai Cloud Kafka
Operator

provided by Banzai
Cloud

e

Crunchy PostgreSQL
Enterprise

provided by
CrunchyData.com

Altinity ClickHouse
Operator
provided by Altinity

ClickHouse Oper

Aqua Security Operator
provided by Aqua

Security, Inc.

The Aqua Securit

%

Camel K Operator
provided by The Apacl
Software Foundation

Apache Camel K

o

Dynatrace OneAgent
provided by Dynatrace
LLC

Install full-stack

Operators. Find an existing Operator or list your own today.

anchore

Anchore Engine
Operator

provided by Anchore
Inc.

»
>
<)

AtlasMap Operator

provided by AtlasMap

AtlasMapis adata
mapping solutior

cassandra
Cassandra

provided by Instaclustr

Manage the full lifecycle
of the Cassandra

&~

Eclipse Che
provided by Eclipse
Foundation

A Kube-native

Apache CouchDB
provided by IBM

Apache CouchDB4, ¢ is
a highly available

w

AWS S3 Operator
provided by Red Hat

Manage the full lifecycle
of installing, confi

¥

CockroachDB
provided by Helm
Community

CockroachDB Or

¢

Elastic Cloud on
Kubernetes
provided by Elastic

Run Elasticsearct

Contribute v

.,r&)

Apache Spark Operator
provided by
radanalytics.io

An operator for

aws

AWS Service Operator
provided by Amazon
Web Services, Inc.

The AWS Service

-

Community Jaeger
Operator
provided by CNCF

Provides tracing,

EnMasse
provided by EnMasse

EnMasse provides
messagingasa




Open Data Hub

CREELLUTIE .. s -~
Jupyterhub
e’

° Graf
4  Operator s seLbon o oron@

; §€ kafka @ ceph p%

Deploy and manage
lifecycle



OpenShift 4

OpenShift Service Mesh
4 basoeF()’ie'rl.'laSttc;rl.l - (Istio + Jaeger + Prometheus + Kiali)
| er

OpenShift Container Platform
(Enterprise Kubernetes)



From experimentation to production with CI/CD

Model test &
Check-in to Saurce-2-image Deloy nofcebook !teratloq and
e SOurce repo container integration

Container

2l F Bl Promote and

Serve models
into production

Continuous monitoring for :
as services

performance and drift




DEMO - Self Service with
Open Data Hub



SUMMARY

-=> MOD Case Study: Machine Learning-as-a-service platform

4 Why and how they built a cloud-like experience
¢ AutoML

=> Kubernetes and OpenShift and open source tools

=> OperatorHub and OpenDataHub
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Contact:

@tkatarki

Q/A

THANK YOU !


mailto:tkatarki@redhat.com

