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Why Machine Learning? 



Machine Learning vs. Traditional Methods 

Source: https://towardsdatascience.com/why-use-machine-learning-instead-of-traditional-statistics-334c2213700a



Deep Learning 

Source: https://www.nextbigfuture.com/2016/03/how-scale-is-enabling-deep-learning.html



AI vs Humans !

Go champion Lee Sedol, on the right, concedes the second of possible five games vs. Google's AlphaGo AI.



Characteristics of Machine Learning 



Data and Compute Intensive

Amount of Data 
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Source: Andrew Yan-Tak Ng, Chief Scientist at Baidu Research Source: OpenAI



ML is Iterative ! 



Collaboration and Sharing 



The Journey @MOD 



Top 3 Requirements 

Access to elastic 
compute

Deploy models into 
production  

Optimize and Scale 
Machine Learning



Inferencing 

Perform ML 
Modelling

Self service portal to select 
ML frameworks, data access

Deployment in 
production

As a Data Scientist, I want a 

“self-service cloud like” 

experience for my Machine Learning 

projects, where I can access a rich set of 

modelling frameworks, 

data, and computational 

resources, share and collaborate 

with colleagues, and deliver my work 

into production with speed, 

agility and repeatability to drive 

organizational value!



Step 1: A Self Service Cloud 

Jupyter Hub 



Multiple GPUs and Sharing GPUs 

Kubernetes Job 



FYI - Other GPU Sharing techniques  



Multi Tenancy 

Jupyter 
Hub 

Data 
Set A 

Data 
Set B

Data 
Set C

Project 
Tango 

Project 
Echo 

➔ Identity and Role Based 

Access 

➔ Network Policies 

➔ Storage Classes 

➔ Resource Isolation 

➔ Resource Quotas 



Being good neighbours !  

Taint: GPU workloads 
only

K8s Job 
with Toleration for 
GPU workload only

Priority: P1 

K8s Job 
with Toleration for 
GPU workload only

Priority: P99  
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GPU Admission 
Controller adds 

the K8s Job 
annotations

Use Affinity and 
Anti-Affinity for 
softer rules (vs. 

Taints/Tolerations) 

Multitenancy with 
OpenShift Projects: 

Each Project can have 
quotas for GPU usage

Priority Class can 
have Quotas 



Step 2: Scaling ML Talent





Introducing AutoML 





AutoML Design Elements 





Challenges and Next Steps 
➔ Automate development, debug and deployment of notebooks 

➔ Better way to save and catalog experiments  

➔ AutoML for unstructured data  - images, audio 

➔ Supported way for GPU sharing 

➔ Multi-cluster   



What’s Next



ML-as-a-service reference architecture 
on OpenShift and open source and ISV 

content

Home for k8s community to share 
operators for various apps/tools 

NVIDIA NGC 

Tensorflow

Community First





Operator 

Deploy and manage 
lifecycle 

Open Data Hub 



OpenShift Service Mesh
(Istio + Jaeger + Prometheus + Kiali)

OpenShift Container Platform
(Enterprise Kubernetes)

CloudDatacenter

Build, Event and Serve with Knative and Tekton 

GPU

OpenShift 4 

Operator 
based installer



From experimentation to production with CI/CD

Container 

Source-2-imageCheck-in to 
source repo

Deloy notebook 
container 

Model test & 
iteration and 
integration 

Promote and 
Serve models 
into production 
as services

Continuous monitoring for 
performance and drift 



DEMO - Self Service with 
Open Data Hub  



SUMMARY 

➔ MOD Case Study: Machine Learning-as-a-service platform 
◆ Why and how they built a cloud-like experience 

◆ AutoML 

➔ Kubernetes and OpenShift and open source tools

➔ OperatorHub and OpenDataHub



THANK YOU !

➔ Contact: 

➔ tkatarki@redhat.com

➔ @tkatarki

 

➔ Q/A

mailto:tkatarki@redhat.com

