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Cloud journey for apps

Build Modernize Extend Accelerate
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Containers
Improved

app quality &
reduced defects
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Kubernetes
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Start
with
cloud
native

—Microservices
—Containers

—DevOps

Service mesh

App-centric
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changes &
outages




Setting up Success

An intelligent

service
mesh for

microservices
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Load balancer
and Ingress
support
Expert
WL
protection

Continuous
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Recipe for modernization

Extract Containerize Extend with Expand
app app & deploy Al services with new
capabilities




modernizing a
Java app
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1. Deconstruct
2. Lift and Shift
3. Innovate +
Improve
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BREAKING OUT A SINGLE SERVICE

MONOLITH
SERVICE /€ --o._____ @

LEGACY API FLOW
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NEW MICROSERVICE



START SMALL



IDENTIFY PIECES THAT ARE EASY TO REFACTOR

BROWSER BROWSER
WEB WES
APPLICATION APPLICATION

blic cloud
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MYSQL

https://www.nginx.com/blog/refactoring-a-monolith-into-microservices/



REDUNDANCY
IS OK
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Considerations
Don’t dig yourself deeper
Develop new applications/services outside the monolith
Migrating data is not always an option

Always identify opportunities for refactoring according to client/consumer
requirements

Even when breaking apart into microservices, retain old code in production until
100% verified

A/B testing
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1. Refactor with GLUE
2. Create New Services
3. Test Old and New
4. Phase Old Service
9. Repeat!
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Remember this?

REQUEST
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LEGACY API FLOW
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NEW API FLOW\‘ GLUE

NEW MICROSERVICE
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Simplified!




Concerns the App Doesn’t Care About

-Telemetry - visibility into @
containers

Service Discovery
«Security W

-Distributed workloads

*Retries and timeouts

«External services (API keys) @




Isolate Concerns to a Proxy Component

SERVICE 1

SERVICE 2




Isolate Concerns to a Proxy Component

D
envoy

ENVOY IS AN OPEN SOURCE EDGE AND
SERVICE PROXY, DESIGNED FOR CLOUD-
NATIVE APPLICATIONS
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What it really looks like

SERVICE 1

Istio

PROXY

PROX

SERVICE 2







Public + Private
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Kubernetes in IBM Cloud

Private
Service
Endpoints

One cluster with worker nodes in
both public and private VLANs

Private traffic between master
and worker nodes

Complete control over isolation of
your virtualized hardware

85



Cluster configuration
.~ PuBUCWAN

DMZ Cluster Back Office Cluster(s)
Edge Pool Worker Worker
Node Node
Private Worker Worker Worker
Only Pool Node Node Node
Private Worker Worker Worker
Only Pool Node Node Node




Private Clusters

Public VLANs

No public internet
access to workers or
master

Private VLANs

IKS Service Account

Customer Account

e

Worker Node

IKS Cluster

Worker Node Worker Node

Service Endpoint Account

—

Private IPs

Private LB
and ALB

Workers with private only interfaces




Kubernetes in IBM Cloud
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Thank you

Sai Vennam
Developer Advocate
svennam@us.ibm.com
@birdsaiview
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