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This Presentation

1. Tooling overview
2. New from SIG Testing
3. Using SIG Testing tooling internally for Anthos



SIG-Testing Tools

● Prow
○ Jobs, plugins, Tide

● Slack automation
● TestGrid
● kind
● Boskos
● Gopherage
● Kubetest
● GitHub administration automation

○ Branch protector, label_sync, Peribolos
● ...



Prow

● CI/CD system built on Kubernetes for Kubernetes
● Executes jobs for building, testing, publishing, and deploying.
● Jobs can be triggered by different types of events and report 

their status to many different services.
● Also provides GitHub automation:

○ Policy enforcement.
○ Chat-ops via /foo style commands.
○ Automatic pull request merging.

● Used by:
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What’s new?

● Switched job viewing from Gubernator to Spyglass
● Tide action history page
● Slack automation
● kind: lots of new features and improved support
● Automated Prow component publishing, version bumping, and deployment.
● Phaino
● Tackle
● Sub
● Tekton Pipeline controller
● Triggering commands in Gerrit comments (/test, /retest)
● Automated publishing of all variants of test images.



Gubernator -> Spyglass



Gubernator -> Spyglass



Prow: Self Automated Deployment

1. PR some changes to Prow.
2. PR passes tests, checks, and review.
3. Tide automatically merges the PR.
4. Post-submit job builds and publishes new Prow images.

⟲
5. Daily periodic job creates a PR to update the checked-in Prow component versions.
6. Current on-call approves the version bump PR.
7. Post-submit job deploys changes to cluster resources.



Slack Automation



Slack Automation



Slack Automation



Tide History



kind - Kubernetes in Docker

New since Kubecon Seattle:
● Proxy support
● Fully offline clusters & development
● Image side loading (kind load docker-image and kind load image-archive)
● Conformance certified
● Limited ARM64 & PPC64LE support
● Improved windows (host) support
● Significantly faster cluster startup
● https://kind.sigs.k8s.io/ docs site
● Configurable API Server address & port
● Support for additional node mounts

https://kind.sigs.k8s.io/


What we’re up to now

● Prow
○ Supporting more git providers and code review platforms
○ Improving metrics and alerting
○ OSS management of prow.k8s.io
○ Improve self service of config
○ GitHub Enterprise support

● kind
○ Even faster startup and smaller images with containerd
○ Networking revamp: lightweight CNI config, exposing ports on the fly
○ Restart support
○ Building from Kubernetes release tarballs



ANTHOS - A Hybrid Cloud Case Study
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Success criteria for CI Pipeline

● Move fast without breaking things - Developer Productivity and Quality !

● Easy to adopt - Seamless integration into developer workflow

● Less learning curve for contributors

● Highly reliable

● Great support

● Good reporting solution to publish test results and relevant metrics

SIG Testing to the rescue !!



Prow - CI framework

● Internal instance of Prow inside vSphere test lab 

● Testing Anthos on Anthos !
○ Dogfood product
○ Snapshot Prow cluster every release

● Extending OSS Prow
○ Capability to post test results back to Gerrit CLs
○ Comment based triggering in Gerrit
○ Postsubmit test hook

● Adopt OSS qualification model 
○ Run tests on k8s container
○ Conformance tests to validate cluster functionality and health



Contributor Productivity

● PR management

○ automated tests

○ test results/logs in PR

○ PR approval

○ automated image 

uploads



Boskos - Resource management tool

● Resource management tool 

● Clusters and IPs

● Janitor



Spyglass - Test Log Viewer 



TestGrid - Test Results and Metrics Reporting

● Presubmit and Periodic 

Test Results

● Test Metadata

● Code coverage

● Test flakiness

● Test duration

● Automated failure alerts

● Automated issue management



Velodrome - CI and Lab Metrics Dashboard

● Presubmit load 

● Presubmit failure rate

● Boskos IP usage

● Test lab metrics

● F5 metrics



Test Results 
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Where to find us?

SIG Testing Community README

Weekly meetings - Tuesdays 1pm PT (timezone converter)

kubernetes-sig-testing mailing list (join to view calendar and documents)

Slack channel (get an invite)
- See #prow, #kind, and #testing-ops too.

Repos:
kubernetes/test-infra
kubernetes-sigs/kind
kubernetes-sigs/slack-infra

https://github.com/kubernetes/community/tree/master/sig-testing#testing-special-interest-group
https://docs.google.com/document/d/1z8MQpr_jTwhmjLMUaqQyBk1EYG_Y_3D4y4YdMJ7V1Kk/edit#heading=h.ukbaidczvy3r
https://www.thetimezoneconverter.com/?t=13:00&tz=PT%20%28Pacific%20Time%29
https://groups.google.com/forum/#!forum/kubernetes-sig-testing
https://kubernetes.slack.com/messages/sig-testing
https://slack.k8s.io/
https://github.com/kubernetes/test-infra
https://github.com/kubernetes-sigs/kind
https://github.com/kubernetes-sigs/slack-infra


THANKS 


