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Grafana Loki: Like Prometheus, but for logs.
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Loki is a horizontally-scalable, highly-available, multi-
tenant log aggregation system inspired by Prometheus.
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This document aims to answer question not only about how we’re going to build this, but also
why we’re building it, what it will be used for, and who will be using it.
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Loki is a horizontally-scalable, highly-available, multi-
tenant log aggregation system inspired by Prometheus.
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Project started
Launched at KubeCon
#1 on HN for ~12hrs!
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https://fosdem.org/2019/schedule/event/loki_prometheus_for_logs/

#0 Simple and cost effective to operate

#1 Integrated with existing observability tools

#2 Cloud Native and Airplane Mode



Loki doesn’t index the text of the logs, instead grouping entries
into “streams” and indexing those with labels.

{job="frontend”, env=%“dev”} => {
time: “2018-01-31 15:41:04",
line: “POST /api/prom/push HTTP/1.1 502 0"

#0 Simple to scale Grafana



1. Alert 2. Dashboard 3. Adhoc Query
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Fix! 5. Distributed Tracing

#1 Integrated

4. Log Aggregation
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#3 Airplane Mode
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#0 Simple and cost effective to operate

#1 Integrated with existing observability tools

#2 Airplane Mode and Cloud Native



Whats new?

Grafana



LogQL Filter Chaining:
{job="app”} |= “/foo” !~ “/foo/bar”

Extracting Labels from Logs
Live Tailing, Context

Much more



Demo

Grafana



Whats next?

Grafana



rate(({job="app”} |[= “/fo0o” !~ “/foo/bar”)[1m])

extract label({job="default/nginx”}, “code=(\d+)
| > {code ~= “5..7}

sum(extract value({job="app”}, “code=(\d+)”, “$1

LogQL Aggregations Grafana


https://goo.gl/8h58zu

Add alerts & rules using aggregations
Signature chaining for verifiability
Removing dependancy on NOSQL

Launch first beta in ~now

Grafana



Thanks! Questions?

Grafana



