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What Problem We Have

The istio control panel is running in management and proxy nodes.



What Problem We Have
Test 10000+ pods with 4000 services, including 4000 pods and 1000 services in 100 namespaces are 
not managed by istio, while 6000 pods and 3000 services in 100 namespaces are managed by istio.

Istio components information when the cluster has 4000 pods and 1000 services and they are not 
managed by Istio



Istio pilot component information after created 10000 pods and 4000 services

We can see that the total envoy connections are less than 6000. Many envoys cannot connect to 
pilot

That means the memory of pilot will be increased in index increase following the increasing of 
pod/service/virtualservice.

What Problem We Have



What We Have Done

In istio 1.1, there is a new feature namespace isolation

https://istio.io/docs/reference/config/networking/v1alpha3/sidecar/


What We Have Done
Deploy the default global sidecar to enable the namespace isolation. In istio managed namespace, we 
also created the ingressgateway for each namespace, all the traffic for this namespace will use its 
ingressgateway to avoid the bottleneck of global ingressgateway.



What We Have Done
The istio-proxy cpu and memory information



What We Have Done



What We Have Done



What We Have Done
Base on the namespace isolation environment, using jmeter to distribute the requests. In this test 
case, I used ansible to run the jmeter in 10 hosts to simulate the real case.

1.Telemetry Information during testing



What We Have Done
2.Jmeter output

We can see that 990/1335=74% which is better than the result in offical result. That is probably 
caused of having the ingressgateway in each namespace.



What We Have Done
https://istio.io/docs/concepts/performance-and-scalability/



Best Practices
• Use Namespace Isolation feature in a large scale cluster.

• Install ingressgateway for each namespace

• Separate the telemetry component to the exclusive node to avoid more CPU consumption 

impaction.

• Recommended resource request for critical components to support 6000 pods and 3000 services 

• 6 pilot instances with 4vCPU and 4GB Memory

• 1 or 2 telemetry instances with 4vCPU and 4GB Memory

• Disable the policy component to increase the traffic throughput.
• Prometheus occupied more CPU and Memory for large scale cluster, change the retention and 

scrapeInterval



More Tuning Guidance
# Tuning Knob/Area Value Performance 

Symptoms Tuning Suggestion 

1 keepaliveMaxServe
rConnectionAge

Default is 
30 mins 

Uneven Pilot 
replica load 
distribution 

If there is no uniform distribution of load 
to pilot replicas, adjust this knob

2 Concurrency Default is 2

Side Car Resource 
Utilization and 
Application 
Latency 

Adjust this parameter to control proxy side 
car worker threads to reduce resource 
utilization and also to reduce application 
latency and improve application 
throughput 
If set to 0 (default), then start worker 
thread for each CPU thread/core.



More Tuning Guidance

3 Telemetry Filters Default 
collects all 

Significant 
resource usage by 
Istio Control plane 
mainly from 
telemetry 

There are 2 specific suggestions to reduce 
resources by removing rules and adopters
1) One can collect metrics by error 
condition
2) One can filter by various rules (stdio, 
Prom etc.) 

4 Tracing disable

Significant 
resource costs and 
latency/throughpu
t impact 

Disable tracing in production 
environments through configuration
- Default profile of Istio does not have 
tracing 

5
HPA Thresholds for 
Telemetry and 
Gateways

10m/30Mi 
Default 
1000m 
(telemetry) 

Impact on 
performance of 
the mesh

Need to adjust the thresholds for specific 
use cases (Istio proxy access logs are 
disabled by default) 



THANK YOU !

THANK YOU !


