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Introduction
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Stretching Istio’s Service Mesh 
Across Multiple Clouds

Set policy, traffic routing rules
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What is a Service Mesh 
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External

Requests

• Infrastructure layer for 

service-to-service 

communication

• A mesh of proxies

• Proxies injected as sidecars

• Supports numerous 

protocols (HTTP 1/2, gRPC, 

TCP, UDP)

• Can inspect API 

transactions at Layer 7 or 

layer 3/4. 

• Intelligent routing rules can 

be applied between 

endpointsIstio’s Multicluster enhancement allows cloud 
boundaries anywhere in above mesh 
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Istio Architecture 
Source: https://istio.io/docs/concepts/what-is-istio/overview.html

https://istio.io/docs/concepts/what-is-istio/overview.html


Multicluster Architecture



Service and Endpoint Discovery
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Pilot is configured to watch 
multiple K8s API servers*

Controller created
in Pilot for each 
cluster which 
gathers all service 
& endpoint data

* Configuration via file 
based clusterregistry
format 
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Creating the Stretched Mesh
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istio-citadel with same certificates

OO

• Generate the same ca-cert.pem, ca-key.pem, 
cert-chain.pem, and root-cert.pem in both 
clusters

• Create a k8s secret called cacerts from those files
• Add a secret volume from cacerts
• Mount the volume to /etc/cacerts
• Start istio-citadel with the following args:

 --self-signed-ca=false
 --signing-cert=/etc/cacerts/ca-cert.pem
 --signing-key=/etc/cacerts/ca-key.pem
 --root-cert=/etc/cacerts/root-cert.pem
 --cert-chain=/etc/cacerts/cert-chain.pem

Istio-
citadel

Istio-
citadel

On-prem

GKE



Deployment Details



Environment Requirements

• Must have IP reachability between the clusters 
• For Istio control plane interactions between Pilot, Mixer and Citadel and Envoy 

Sidecars

• For application pods to reach each other

• Solution doesn’t dictate a certain approach to achieve this reachability 
but generally a VPN would be needed based on current capabilities. 

• Application relies on Kube-DNS to resolve service naming so special 
attention is needed during app deployment:
• Use of headless or selectorless services typically required

• Could be designated to a special purpose DNS server    



Istio Control Plane Deployment
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Pods in on-
Prem

Data center

Bookinfo Application Microservice
Architecture

V1 = No stars
V2 = Black 
stars V3 = Red 
stars

Pods in GKE



Pods in on-
Prem

Data center

Bookinfo Application Flow

Pods in GKE

End User Request
For Product page

Response to user
Productpage, 
reviews
ratings, details

Productepage

Reviews V1

Reviews V2

Reviews V3

Details

Ratings



Deployment in action



























Mesh Routing Demo





Future Improvements



Future improvements:
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• Usability Improvements

• Increased test coverage

• Pilot to Pilot multi-cloud

• Full adoption of the clusterregistry (via API calls from Istio) 

• Zero VPN work

• Bring your own Service Name 

• Mixer Multicluster enabled 



Q & A



References:

• Initial PR to enable Multicluster: https://github.com/istio/istio/pull/2880

• Installation documentation: 
https://github.com/istio/istio.github.io/pull/1139

• Multicloud Design Document: https://tinyurl.com/y7scozvb

• Zero VPN design document: https://tinyurl.com/zerovpn

• Bring Your own Service Name Design Document: https://tinyurl.com/svc-
name
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