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Introduction to the Scheduler




Scheduler places Pods on Nodes
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Scheduler caches the state of the cluster

New Pod

New Node

Pod is assigned to Node

Node is tainted

API Server Scheduler

Scheduler keeps its cache updated by receiving events from the API server.




Scheduler schedules one Pod at a time
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Predicate functions filter out Nodes
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Priority functions rank the remaining Nodes
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When Pod is bound the Kubelet is notified
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Scheduling Scenarios
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Labels and
€ Selectors

Labels

Arbitrary metadata
Attached to any API object
Generally represent identity

Queryable by selectors
 think SQL ‘select ... where ...’



https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/

Selectors

App: MyApp
Phase: prod
Role: FE

App: MyApp
Phase: test
Role: FE
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Labels and
€ Selectors

App: MyApp
Phase: prod
Role: BE

App: MyApp
Phase: test
Role: BE



https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/

Selectors

App: MyApp
Phase: prod
Role: FE

App: MyApp
Phase: test
Role: FE
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Labels and
€ Selectors

App: MyApp
Phase: prod
Role: BE

App: MyApp
Phase: test
Role: BE
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App = MyApp



https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/

Selectors

App: MyApp
Phase: prod
Role: FE

App: MyApp
Phase: test
Role: FE

Labels and
€ Selectors

App: MyApp
Phase: prod
Role: BE

App: MyApp
Phase: test
Role: BE
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App = MyApp, Role = FE



https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/

Assigning Pods

€ to Nodes

Run my Pods on a specific group of Nodes

Pod Spec
nodeAffinity: fold °
labelSelector: “zone” In
{“central”} O
Node 1 Node 2 Node 3
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zone: west zone: central zone: central


https://kubernetes.io/docs/concepts/configuration/assign-pod-node/
https://kubernetes.io/docs/concepts/configuration/assign-pod-node/

Assigning Pods

€ to Nodes

Run Pods of different services together

Pod Spec

podAffinity:
labelSelector: “service” In {“B"} service: A

topologyKey: “zone”

Node 1 Node 3
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zone: west zone: central zone: central


https://kubernetes.io/docs/concepts/configuration/assign-pod-node/

Assigning Pods

€ to Nodes

Run Pods of different services together

Pod Spec
'

podAffinity:
Pod is not schedulable

labelSelector: “service” In {“B"}
topologyKey: “hostname”
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zone: west zone: central zone: central


https://kubernetes.io/docs/concepts/configuration/assign-pod-node/

Assigning Pods

€ to Nodes

Run Pods of different services together
Pod Spec

ﬁodAfﬁnity: \
{
labelSelector: “service” In {“B”} service: A
topologyKey: “zone” .
}7
{

labelSelector: “service” In {“B”}
topologyKey: “hostname”

(preferred)
Node 1 Q /
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zone: west zone: central zone: central


https://kubernetes.io/docs/concepts/configuration/assign-pod-node/

Assigning Pods
GO 1o Nodes

Spread Pods of a service to different Nodes

Pod Spec

podAntiAffinity:
labelSelector: “service” In {*A”} service: A

topologyKey: “hostname”
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zone: west zone:; central zone: central



https://kubernetes.io/docs/concepts/configuration/assign-pod-node/

Assigning Pods

€D to Nodes

Spread Pods of a service to different Nodes

Pod Spec

podAntiAffinity:
labelSelector: “service” In {*A”}
topologyKey: “zone” service: A
(preferred)

Node 1 Node 3
o po
o .
OO service: A o)

zone: west zone:; central zone: central



https://kubernetes.io/docs/concepts/configuration/assign-pod-node/

Assigning Pods

D to Nodes

Sole tenancy

Pod Spec

Anti-affinity
is
symmetric!

[ No Affinity

Node 1
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zone: central

Pod Spec

podAntiAffinity:
labelSelector: “user” Notln {*A”}
topologyKey: “hostname”

zone: west zone: central



https://kubernetes.io/docs/concepts/configuration/assign-pod-node/

Taints and
€ Tolerations

Avoid placing Pods on Nodes with special hardware

Pod Spec
request: 0000
memory: 4G
Node 1 Node 2 Node 3
D

capacity: capacity: capacity:
<:: memory: 4G <:: memory: 4G <:: memory: 4G
numGPUs: 2



https://kubernetes.io/docs/concepts/configuration/taint-and-toleration/

Taints and
€ Tolerations

Avoid placing Pods on Nodes with special hardware

Pod Spec
request:
memory: 4G } 00 °
numGPUs: 1 O
® Pod is not schedulable
Node 1 Node 2 Node 3
D
02 0 N N N
capacity: capacity: capacity:
O <:: memory: 4G <:: memory: 4G <:: memory: 4G
numGPUs: 2
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https://kubernetes.io/docs/concepts/configuration/taint-and-toleration/

Taints and
€ Tolerations

Avoid placing Pods on Nodes with special hardware

Pod Spec
request: o °
memory: 4G o
Node 1 ode 2 Node 3
D
capacity:
memory: 4G s iy
) pacity: capacity:
<\: pumGPUs.Z <:: memory: 4G <:: memory: 4G
taint:
key: GPU
PreferBlockScheduling



https://kubernetes.io/docs/concepts/configuration/taint-and-toleration/

Tai d
Avoid placing Pods on Nodes with special hardware

Pod Spec

request:
memory: 4G
numGPUs: 1

Node 1 Node 3
capacity:
IERITRLE O3 ° capacity: capacity:
<\: pumGPUs:2 O <:: memory: 4G <:: memory: 4G
taint:
key: GPU
PreferBlockScheduling



https://kubernetes.io/docs/concepts/configuration/taint-and-toleration/

Taints and

€ Tolerations

Avoid placing Pods on Nodes with special hardware

Pod Spec

request:
memory: 4G
numGPUs: 1
toleration:

Node 3

capacity:

Node 2
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meménlr:yu4‘(32 O capacity: capacity:
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https://kubernetes.io/docs/concepts/configuration/taint-and-toleration/

Pod Priority and

(D Preemption

Save money by running multiple types of workloads

Pod is not schedulable

Node 1 Node 3
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Cluster has reached maximum size configured for autoscaler


https://kubernetes.io/docs/concepts/configuration/pod-priority-preemption/

Pod Priority and

(D Preemption

Save money by running multiple types of workloads

el Spec High priority pod

priorityClass: high-priority £o °
O {1 © Medium priority

7 O pod
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Cluster has reached maximum size configured for autoscaler


https://kubernetes.io/docs/concepts/configuration/pod-priority-preemption/

Pod Priority and

(D Preemption
Save money by running multiple types of workloads

Pod Spec High priority pod

priorityClass: high-priority
o ) Medium priority
(Y pos
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Low priority pod
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Two low priority
pods are preempted
to allow a high
priority pod to
schedule

Cluster has reached maximum size configured for autoscaler


https://kubernetes.io/docs/concepts/configuration/pod-priority-preemption/

Pod Priority and

(D Preemption

Save money by running multiple types of workloads

Pod Spec ©
p Q2 High priority pod
priorityClass: high-priority £o °
O o ) Medium priority
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Cluster has reached maximum size configured for autoscaler


https://kubernetes.io/docs/concepts/configuration/pod-priority-preemption/




Roadmap

Priority and
Preemption

Gang
Scheduling

Equivalence Cache,
Affinity/Anti-affinity,
Taint node by cond.

Scheduling
Framework




Thanks a lot to our contributors!
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- Assigns pods toiodes

Solves complex deﬂoyment patterns
s under active development
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Useful links

SIG Scheduling Community Page

Assigning Pods to Nodes

Taints and Tolerations

Pod Priority and Preemption



https://github.com/kubernetes/community/tree/master/sig-scheduling
https://kubernetes.io/docs/concepts/configuration/assign-pod-node/
https://kubernetes.io/docs/concepts/configuration/taint-and-toleration/
https://kubernetes.io/docs/concepts/configuration/pod-priority-preemption/

Backup slides




Disruptions

o)
Run a minimum number of instances

PDB is respected in:
Node eviction

Pod preemption
Node upgrades

podDisruptionBudget:
minAvailable: 2
Selector: “service” In {“etcd”}

Node 1

@ o service: etcd
\ )



https://kubernetes.io/docs/concepts/workloads/pods/disruptions/

Assume phase updates scheduler cache
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