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Data Centers

Our Journey



Cloud Hosted

Our Journey



Cloud Native

Our Journey



Data Centers



Custom Container Orchestration (Helios)

https://github.com/spotify/helios


Custom Monitoring Platform (Alien / Heroic)

https://spotify.github.io/heroic/


Proprietary Messaging Framework (hermes)



Custom Service Framework (Apollo)



SQL and Cassandra based storage



Hadoop



Golden Path



Cloud Hosted



Moving Services To 
Cloud



Moving Data Jobs To Cloud



Moving Out



Done



Cloud Native?



Kubernetes: How We’re 
Migrating



Experiment: One Service 
on Cluster



Experiment: One Service on Cluster

● Integration with existing metrics system
● Logging
● Integration with existing service discovery
● DNS Setup
● Networking + Routability Setup
● Cluster Creation



Experiment: Three 
Services on shared 
Cluster



Experiment: Three Services on shared Cluster

● Permissioning by namespace
● Quotas by namespace
● Developer Documentation



Alpha Phase: Run 
Volunteer Services on 
shared Clusters



Alpha: Run Volunteered Services on shared Clusters

● Scripted Cluster creation
● Test Clusters
● Integration with existing secrets system
● Initial deployment tooling and CI Integration
● Lots of varied learnings from varied services



Experiment: Two 
High-Traffic Services on 
shared Clusters



Experiment: Two High-Traffic Services on shared 
Clusters

● Use/experimentation with autoscaling
● Really understand network setup
● Provide confidence/reference example



Beta Phase: Self-Service 
Migration



Beta Phase: Self-Service Migration

● Ops (reliability, oncall, alerts, disaster 
recovery, backups)

● Self-service of permissioning/quotas
● Sustainable Deployment (Spinnaker)
● Decision on manifests storage/VCS
● Migration Tooling
● Seamless CI/CD Integration



GA Phase: “Golden Path”



GA Phase: “Golden Path”

● Vertical Autoscaling (Right Sizing)
● Node Horizontal Autoscaling 
● Distributed Tracing
● Migration Tooling
● Everything Else
● Migration Tracking



Migration Takeaways

● Migrate in stages/series of goals that 
increase in scope
○ Scope services to be migrated
○ No monolithic migration movement/effort
○ Discover unknowns/hidden problems at 

controllable pace
○ Aggressively throw on backlog/TODO list

● When in doubt, leverage timeboxed 
investigations to reduce risk



Hermes



Migration



Schema Management





More?
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