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A home for these amazing projects that enable
modern applications
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CoreDNS Fluentd gRPC Kubernetes Linkerd OpenTracing Prometheus
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CNCF = Open Source Cloud Computing for Applications

We curate & promote a trusted tool kit for modern architectures

Non-profit, part of the Linux Foundation & funded by sponsors
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Netflix pioneered Are You Designing Systems That Are:

the concept of e
. * oDa
cloud native as a  Hiohi avallable

practical tool + Consumer-facing

* Cloud Native

“lnvent
[ ]

Netflix Development Patterns for Scale, L

Performance & Availability (DMG206) | AWS
re:Invent 2013

httos://www.slideshare.net/AmazonWebServices/dma206
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Netflix wanted SPEED and ACCESS at SCALE

Shifting the Curve...
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Cloud native powers a whole industry today




Can anyone be like Netflix?




Maybe we can dream :-)




The Need for Speed. This is real.

Figure 1
Comparison of IT performance metrics between high' and low performers

2015 Super High vs. Low) 2014 fHiety v, Lowd

Deployment Frequency | 30X 30x%
Deployment Lead Tme | 200X 200x
Mean Time to Recover

Change Success Rate 60x 3x

Puppet Labs state of devops 2015



So what is it about Cloud
Native that helps me go fast



To learn more
@Weaveworks we
experimented on
our own product
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Simplifying delivery for cloud-
native development

Built on open source software, Weave Cloud is software-
as-a-service that allows DevOps teams to connect, monitor
and deploy containers and microservices.

weavecloud
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Our business needs @Weave

Speed

Work on app fast and not on infra, integration & plumbing (eg Kube-Prometheus)
Freedom

Want out app to run anywhere - OpenSource, not AmazonSource

Trust

24/7 uptime, fast recovery, scale any component independently



NOT one pattern. NOT only “12 factor
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Our technical needs @Weave

Automation
Orchestration, pipelines
Packaging

Containerised deployment
Modern practices

Microservices, monitoring, logging, ....



Cloud Native is Patterns




If Cloud Native is Patterns

— Which OSS Tools can we trust?



Tools you can trust

@ Y R 1y O &

CoreDNS Fluentd gRPC Kubernetes Linkerd OpenTracing Prometheus
Registry Logging Transport Orchestration Routing Tracing Monitoring

:nntalnerm @

containerd




CLOUD NATIVE

A Redpoint
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OSS is great ... why do we
need a Foundation?



from SPEED
to FREEDOM
& TRUST



..a benevolent technocracy run by civilised robots?




..a federation of collaborating powers?




..a confluence of karmic forces?

You use force, you create fear. Fear
destroys trust. Trust is the basis of
harmony. The hardliner believes
harmony and unity can be brought
by force. That's totally unscientific,
totally wrong.

— Dalai fama —

AZ QUOTES




The Linux Foundation

Safeguards Linux for the long term
Provides a nexus for collaboration and trust

Is an ubiquitous open source brand

Good for customers & the community!

The LF is great because it makes it easy to bring together collaborators for
projects like a common tool kit for cloud native applications — enter the CNCF



from TRUST
to FREEDOM



Software is eating the world




Open source is eating software




Cloud is eating open source




We risk Cloud Lock In






No lock In

Common open source cloud software — Anyone can use
United Nations — Docker + Google + IBM + eBay + ...?

Enable competition & user choice — “No kingmakers”



Common Open Source

IS not proprietary



Common Standards?



Common Standards
Projects



CNCEF is “projects first”

Interoperability helps users

— Speed

:nntalnerm :
Choice is good - eg rkt,containerd l
— Freedom -

High quality projects that work well alone or together
— Trust



CNCF helps developers and end users

Education
Help you get started quickly with common examples & tools

Promotion
And clear trusted guidance to wide audience

Infrastructure
And project support services



Our future

Everyone wants to
be cloud native

Interoperability
driven by
community (you)

Amazing tools like
Kubernetes & containerd

https://www.cncf.io/blog/2016/11/08/cloud-native-software-can-trust
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