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Packages

if ('require("pacman"))
install.packages("pacman")

pacman: :p_load(quanteda,
textdata,
tidytext,
tidyverse,
knitr,
xaringan,
RefManageR)

The quanteda package is a Swiss army knife for handling text with R. More on that later.


http://quanteda.io/
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Representing Text as Data




Where to start

e A great introduction to text analysis, along with many empirical examples from the social
sciences appear in Gentzkow, Kelly, and Taddy's "Text as Data" (JEL forthcoming).

e See also lecture notes by Maximilian Kasy (Harvard) and Matt Taddy (Chicago and Amazon).


https://maxkasy.github.io/home/files/teaching/TopicsEconometrics2019/TextAsData-Slides.pdf
https://github.com/TaddyLab/MBAcourse/blob/master/lectures/text.pdf

Basic notation

Definitions:

A corpus is a collection of D documents (emails, tweets, speeches, articles, etc.)

A vocabulary is a complete list of unique words that appear in the corpus.

X is a numerical array representation of text. Rows correspond to documentsi=1,...,D
and columnstowords j=1,...,NN.

Y is a vector of predicted outcome (e.g., spam/ham, trump/not trump, etc.), one outcome
per document.

Fis a low-dimensional representation of X.



Document term matrix (DTM)

In most applications raw text is represented as a numerical array X where the elements of the
array, X;;, are counts of words (or more generally, tokens. More on that later.)



llustration: Spam vs. Ham

Consider the task of spam detection:

ham Go until jurong point, crazy.. Available only in bugis n great world la e buffet... Cine there got amore wat...

ham Ok lar... Joking wif u oni...

spam Free entry in 2 a wkly comp to win FA Cup final tkts 21st May 2005. Text FA to 87121 to receive entry question(std txt rate)T&C's apply 084528100750verl8's

ham U dun sayso early hor... U calready then say...

ham Nah | don'tthink he goes to usf, he lives around here though

spam FreeMsg Hey there darling it's been 3 week's now and no word back! I'd like some fun you up for it still? Th ok! XxX std chgs to send, 3£1.50 to rcv

ham Even my brother is not like to speak with me. They treat me like aids patent.

ham As per your request 'Melle Melle (Oru Minnaminunginte Nurungu Vettam)' has been set as your callertune for all Callers. Press *9 to copy your friends Callertune
spam WINNERI!! As a valued network customer you have been selected to receivea 3£900 prize reward! To claim call 09061701461. Claim code KL341. Valid 12 hours only.
spam Had your mobile 11 months or more? U R entitled to Update to the latest colour mobiles with camera for Free! Call The Mobile Update Co FREE on 08002986030

In this case

e Documents are emails.
e Vocabulary includes words that appear in each and every emails.

NOTE: Spam detection Is clearly a supervised learning task where Y; = {spam, ham}.



Transforming a corpus to a DTM

Consider the following corpus (D = 2):

txt <- c(docT
doc2

"Shipment of gold damaged in a fire.",
"Delivery of silver, arrived in 2 silver trucks")

txt %>% quanteda::dfm()

## Document-feature matrix of: 2 documents, 14 features (42.9% sparse).
#it features
## docs shipment of gold damaged in a fire . delivery silver

##  docl 1 1 1 1T 11 1 1 0 0
##  doc2 0 1 0 O 10 0 0 1 2
## [ reached max_nfeat ... 4 more features ]



Does every words matter? "\_(*/)_/"

We can significantly reduce the dimension of X by

e filtering out very common ("stop words") and uncommon words.
e dropping numbers and punctuation.

e stemming, i.e., replacing words by their root. (economi instead of economics, economists,
economy)

e convert to lower case

WARNING: Use text prepossessing steps with care. These steps should be application specific.



llustration of some common preprocessing steps

Here, we remove stop words, punctuation, numbers, and stem words:

txt <- c(docT
doc2

= "Shipment of gold damaged in a fire.",
= "Delivery of silver, arrived in 2 silver trucks")
txt %>% dfm(remove = stopwords("english"),

remove_punct = TRUE,

remove_numbers = TRUE,

stem = TRUE)

## Document-feature matrix of: 2 documents, 8 features (50.0% sparse).
# features

## docs  shipment gold damag fire deliveri silver arriv truck

#  docl T 1 1 T 0 0 0 0

#  doc2 0 0 0 0 l 2 L 1

Note that we are now down from 14 features to 8.



n-grams

e Sometimes we might care about multiword expressions, e.g., "not guilty" "labor market", etc.

e We can define tokens (the basic element of text) as n-gram - a sequence of n words from a
given sample of text.

NOTE: Using n-gram with n>2 is typically impractical due to the fact that the column dimension
of X increases exponentially with the order n.



DTM with bigrams

Here is our sample text (just 2 "documents" in this example), where tokens are defined as bi-
gram (a sequence of two words):

txt %>% quanteda::dfm(ngrams = 1:2,
remove = stopwords("english"),
remove_punct = TRUE,
remove_numbers = TRUE,
stem = TRUE)

## Document-feature matrix of: 2 documents, 8 features (50.0% sparse).
#it features

## docs shipment gold damag fire deliveri silver arriv truck

#  docl L 1 1 1 0 0 0 0

#  doc2 0 0 0 0 1 2 1 1



The (social science) textmining play book

1. Collect text and generate a corpus.

2. Represent corpus as a DTM X.
3. Then, proceed according to one of the following steps:

o Use X to predict an outcome Y using high dimensional methods (e.g,, lasso, Ridge,
etc.). In some cases, proceed with Y to subsequent analysis.

o Apply dimensionality reduction techniques (dictionary, PCA, LDA, etc.) to X and proceed
with the output F to subsequent analysis.

Remember:

"Text information is usually best as part of a larger system. Use text data to fill in the
cracks around what you know. Don't ignore good variables with stronger signal than

text!" (Matt Taddy)



Text Regression




This will sound familiar...

We are interested in predicting some Y using X.

Clearly, with text as data, we are facing the high-dimensionality problem. X has M x N
elements.

Classical methods such as OLS won't do the trick = need the ML touch.

An obvious choice would be penalized linear/non-linear regression (e.g. Lasso, ridge, etc.).
Other methods such as random forest can work too.

EXAMPLE: Lasso text regression glmnet(Y, X) where
A N 2
B =argmin » (¥; — X;8)* + A B|x
BeRY =1

Can be easily extended to binary / categorical Y, e.g. glmnet(X, Y, family = "binomial")



Practical advice about using penalized text regression

e Typically, DTM entries count the number of times word 7 appears in document d. This
provide "intuitive" interpretation for regression coefficients.

e Depending on the application, Other transformation for X might be more appropriate, e.g,

o normalization of each row by document length.
o binary inclusion dummy (instead of count).

e Nevertheless, beware of giving a causal interpretation to the Lasso's coefficients. (Recall
the irrepresentability condition.)



Dictionary-based Methods




Reducing dimensionality using dictionaries

e Dictionary-based methods provide a low-dimensional representation of high-dimensional
text.

e This Is by far the most common method in the social science literature using text to date
(Gentzkow et al. forthcoming).

e Essentially, Think of F' as an unobserved characteristic of the text that we are trying to
estimate. A Dictionary-based methods provides a mapping from X onto a low dimensional

F
g: X F



Example: Sentiment analysis

A prominent example of dictionary-based methods is sentiment analysis

The latent factor we are trying to estimate is the writer's attitude towards the topic in
question.

The most common approach is based on pre-specified dictionaries that classify word
according to some predefined sentiment class (e.g. "positive", "negative" and "neutral")

Typically, the sentiment score of each document is a function of the relative frequencies of
positive, negative, neutral, etc., words.

REMARK: Sentiment analysis can be supervised as well. E.g., the availability of labeled movie

reviews (1-5 stars) can be used to train a model and use its predictions to classify unlabeled
reviews.



Example: Loughran and McDonald financial sentiment
dictionary

A random list of words from the Loughran and McDonald (2011) financial sentiment dictionary
(positive/negative/litigious/uncertainty/constraining):

library(tidytext)
sample_n(get_sentiments("loughran"),8)

## # A tibble: 8 x 2

#  word sentiment

#  <chr> <chr>

## 1 exposures uncertainty
## 2 solves positive

## 3 differed uncertainty
## 4 confident positive

## 5 juris litigious

## 6 impose constraining
## 7 profitability positive

## 8 questioning negative



Application: Bank of Israel Communication

Figure 4
Index of Uncertainty in the Interest Rate Announcements, 2007-18
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Source: Benchimol and Caspi (2019)



https://www.boi.org.il/en/NewsAndPublications/PressReleases/Documents/Measuring%20Communication%20Quality%20in%20the%20Interest%20Rate%20Announcements.pdf

Topic Modeling




Topic models

e Topic models extend unsupervised learning methods to text data.

e Topic modeling classifies documents and words to latent topics and is often followed by
more conventional empirical methods.

e The workhorse of topic modeling is the Latent Dirichlet Allocation model (Blei, Ng, and
Jordan, 2003), or LDA for short.



Intuition behind LDA
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Intuition behind LDA

Topic proportions and

Topics Documents )
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A topic is a distribution over all the words included in a fixed vocabulary.

A word can have non-zero (yet different) probability multiple topics (e.g., bank)
Each document is a mixture of topics

Each word is drawn from one of the topics.




Intuition behind LDA

Topic proportions and
assignments
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QUESTION: How realistic is the LDA setup? Does it matter? What's our goal here anyway?




Notation

A vocabulary is a collection of words represented by the vector {1,...,V}

Each word is represented by a unit vector §, = (0,...,v,...,0)

A document is a sequence of N words denoted by w = (wq,...,wn).

A corpus is a collection of M documents denoted by D = (wy,...,wy).



Prerequisite: The Beta distribution

The PDF for the Beta distribution, denoted
as B(a, B) Is

p(6le, B) o< 61 (1 — 6)7
ford € [0,1] and o, 8 > 0.

Because its properties, the Beta
distribution is useful as a prior for

probabilities.

2.5

1.5 F

PDF

0.5

-~

fgﬁﬁnﬂ

P Fed =LA
= = o = M

WM |

nmmeno

LR R L = LA

0.2

0.4

0.6



The Dirichlet distribution

The Dirichlet distribution, denoted as Dir(«) is a multivariate generalization of the Beta
distribution.

Let 0 = (91,92, .. ,HK) ~ Dlr(a)

The PDF for a K-dimensional Dirichlet distribution is
K
p(6la) oc [ 65
1=1

where K > 2 is the number of categories, a; > 0 and 6; € (0,1) for all 4 and Zfil 6, = 1.
REMARK: The parameter ax controls the sparsity of @

BOTTOM LINE: Vectors drawn from a Dirichlet distribution represent probabilities.



On the right:

The change in the density function

(K = 3) as the vector a changes from
a = (0.3,0.3,0.3) to (2.0, 2.0, 2.0), while
keeping 0] = O = Q3.

REMARK: Placing a = (1,1,1) results in a
uniform distribution over the simplex.

x2 09 02

By Initial version by Panos Ipeirotis, later
modified by Love Sun and Dreams - [1], CC
BY 3.0, Link


https://commons.wikimedia.org/wiki/File:LogDirichletDensity-alpha_0.3_to_alpha_2.0.gif#/media/File:LogDirichletDensity-alpha_0.3_to_alpha_2.0.gif
https://en.wikipedia.org/wiki/en:File:LogDirichletDensity-alpha_0.1_to_alpha_1.9.gif
http://commons.wikimedia.org/w/index.php?title=Panos_Ipeirotis&action=edit&redlink=1
http://commons.wikimedia.org/w/index.php?title=User:Love_Sun_and_Dreams&action=edit&redlink=1
http://en.wikipedia.org/wiki/File:LogDirichletDensity-alpha_0.3_to_alpha_2.0.gif
https://creativecommons.org/licenses/by/3.0
https://commons.wikimedia.org/w/index.php?curid=10073606

The data generating process behind LDA

Assumption: The number of topics K and the size of the vocabulary V are fixed.
The DGP:
For each documentd=1,...,D
1. Choose topic proportions 84 ~ Dir(a)
2. Foreachwordn=1,...,N
2. Choose a topic assignment Zg, ~ Mult(6,).
2.2. Choose a word Wy, ~ Mult(5,, ).

REMARK: Note the "factor model" aspects of LDA, where topics are factors and word
probabilities are loadings, and both affect the probability of choosing a word.



Aside: Plate notation

e Each node is a random variable

e Shaded nodes are observables

e fdges denote dependence

e plates denote replicated structures

The above graph corresponds to
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LDA in plate notation
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Source: http://videolectures.net/mlss09uk_blei_tm/#.



http://videolectures.net/mlss09uk_blei_tm/#

Aside: Conjugate priors

The Dirichlet distribution is a conjugate prior for the Multinomial.

Let n(Z;) denote the count of topic q.

0|Z:.. n ~Dir(aa+n(Z1,... n))

.y

i.e., as the number of times we see topic i increases, our posterior becomes "peakier" at its 3tt
component.



Extension #1: Correlated topic models (Lafferty and Blei,
2005)

e LDA assumes that topics independently cooccure in documents.

e This is clearly wrong.

e For example, a document about economics is more likely to also be about politics than it is
to be about cooking.

e Lafferty and Blei relax independence by drawing topic proportions from a logistic normal,
which allows correlations between topic proportions:
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Extension #2: Dynamic LDA (Blei and Lafferty, 2006)

Dynamic topic modeling takes into
account the ordering of the documents
and gives a richer posterior topical
structure than LDA

In dynamic topic modeling, a topic is a
sequence of distributions over words.
Topics evolve systematically over time. In
particular, the vector of parameters for
topic k Iin period t evolves with a Gaussian

noise:

BeklBt—1k ~ N (,Bt—l,k:, 021) .

[ O w w
N LN N
A A A
O O O
3 & G K

Figure I. Graphical representation of a dynamic topic model (for
three time slices). Each topic’s natural parameters 3; ;. evolve
over time, together with the mean parameters «; of the logistic
normal distribution for the topic proportions.




Dynamic LDA: Science, 1881-1999

The posterior estimate of the frequency as a function of year of several words from the two
topics: "Theoretical Physics" and "Neuroscience":

"Theoretical Physics™ "Neuroscience”

_______________________________________________________________ OXYGEN

TURELATVITY 8 SR B S— -

1880 1900 1920 1940 1960 1980 2000 1880 1900 1920 1940 1960 1980 2000

Source: Blei and Lafferty (2006).



Extension #3: Supervised Topic Model (McAuliffe and Blei,
2008)

add an extra connection between Z,, to some observable attribute Yj:

(O ) . ()
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Source: McAuliffe and Blei (2008).




Structural Topic Models (Roberts, Stewart, and Tingley)

About the Structural Topic Model (STM):

"The Structural Topic Model is a general framework for topic modeling with
document-level covariate information. The covariates can improve inference and
qualitative interpretability and are allowed to affect topical prevalence, topical
content or both."

In STM, topics are drawn from the following logistic normal distribution,
04| X 47, % ~ LogisticNormal (u = Xyv, )
where X  I1s a vector of observed document covariates.

REMARK: In the case of no covariates, the STM reduces to a (fast) implementation of the
Correlated Topic Model (Blei and Lafferty, 2007).



stm: R package for structural topic models
Roberts, Stewart, and Tingley (JSS, 2014)

About the stm R package:

"The software package implements the estimation algorithms for the model and also
includes tools for every stage of a standard workflow from reading in and processing
raw text through making publication quality figures."

The package is available on CRAN and can be installed using:
install.packages("stm")

To get started, see the vignette which includes several example analyses.


https://github.com/bstewart/stm/blob/master/inst/doc/stmVignette.pdf?raw=true

Applying topic models to measure the effect of transparency

Hansen, McMahon, and Prat (QJE 2017) study the effect of increasing Federal Open Market
Committee (FOMC) transparency on debate during FOMC meetings.

FOMC meetings have been tape recorded since the 1970s to prepare minutes.
Committee members believed that these tapes were erased afterward.

In October 1993, Fed chair Alan Greenspan ,discovered and revealed that before being
erased the tapes had been transcribed and stored in archives all along.

Following Greenspan's revelation The Fed agreed to publish all past transcripts and
extended that policy to cover all future transcripts with a five-year lag.

This gives Hansen et al. access to periods both when policy makers did and did not believe
their deliberations would be public.



Topic modeling of FOMC meeting transcripts

Data:
e 149 FOMC meeting transcripts during, Alan Greenspan’s tenure, before and after 1993.
e The unit of observation is a member-meeting.
e The outcomes of interest are

o the proportion of words devoted to the K different topics
o the concentration of these topic weights
o the frequency of data citation.



Estimation

Estimate topics using LDA.

Use LDA's output to construct outcomes of interest

Difference / Difference-in-differences regressions that estimate the effects of the change
In transparency on outcomes. For example, Hansen et al. estimate

yir = a; +yD(Trans); + AX; + €

where
o y; represents any of the communication measures for member ¢ in time ¢.
o D(Trans) is an indicator for being in the transparency regime (1 after November 1993, 0
before).
o X, Is a vector of macro controls for the meeting at time ¢.



Pro-cyclical topics
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Counter-cyclical top
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Increased accountability: More references to data

TABLE ¥V
DirrerENCE RESULTS FOR Economic Srruarion Discussion (FOMC1):
CounNT MEASURES
Main regressors Words Statements Huestions Numbers
(1) (2) (3} (d)
DiTrans) 56.7* —0.52 —0.039 3.71%%=
[.O78] [.162] [.659] [.003]
DiRecession) -1.95 —~(.69 —0.19 —0.71
[.952] [.159] [.314] [.488]
EPU index 0.30 —0.00094 0.00088 0.0040
[.186] [.876] [.686] [.620]
D(2 day) 27.1 1.36% 0.56* 1.28
[.256] [.085] [.051] [.188]
# of PhDs 6.68 —0.45%+* —0.11%%* 0.51
[.661] [.005] [.009] .109]
Constant. Hage* 10.07#* 2.44%** 1.50
[.002] [.000] [.000] [.740]
Unique members 19 19 19 19
Observations 903 903 903 a03
Member FE Yes Yes Yes Yes
Time FE No No No No
Meeting section FOMC1 FOMC1 FOMC1 FOMC1
Transparency effect 9.5*% -10 -2.5 5a.2xe

Source: Hansen, McMahon, and Prat (QJE 2017).




Increased conformity: increased document similarity

TABLE V1

DirrereEncE RESULTS FoR EcoNomic Srruation Discussion (FOMC1):
Toric MEASURES

Avg Avg Avg
Main regressors Coneentration  Quant Sim (B) Sim (D) Sim (KL)
(1) (2) (3) (4) 15)
DiTrans) 0.0041 —0.00027  0.0082% 0.0012 0,032
[.205] [.851] [.001] [.692] [.000]
DiRecession) 000681+ —0.000056 0.0020 00154 —0.0017
[.028] [.968] [.385] [.000] [.758]
EPU index 3.Te-06 —89.6e-06 0.000050° 0.000029 0.00015
|.&90] [.541] 1.O77] [.300] [.109]
Di2 day) —0.0040¢ 0.0042* 0.00044 —0.0037+=* 000051
[.093] [.024] [.802] [.001] [.914]
# of PhDs 0.0017 0.00063  0.000097 0.00079 0.00018
[.255] [.292] [.885] [.671] [.928]
# Stems 0.000075%* B.8e-06"" —3.5e-06  0.000030%** 0000049
[.000] [.049] [.837] [.001] [.284]
Constant 0,13+ 0.037++* 0,89+ 0.084*** 062
[.000] [.000] [.000] [.001] [.000]
Unique members 19 19 19 19 19
Observation a03 903 903 903 903
Member FE Yes Yes Yes Yes Yes
Time FE Nao No No No No
Meeting section FOMC1 FOMC1 FOMC1 FOMC1 FOMC1
Topies P1 T4 & T23 P1 P1 P1
Similarity — — Bhatta- Dot Kullback-
measure charyya product Leibler
Transparency 25 0.7 0.gr= 11 4 97"

effect

Source: Hansen, McMahon, and Prat (QJE 2017).




slides %>% end()



https://github.com/ml4econ/notes-spring2019/tree/master/11-text-mining
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