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ŷ β̂

6 / 24

What's the goal?

... so?
So we want "nice"-performing estimates  instead of .

Q Can't we just use the same methods (i.e., OLS)?

A It depends. How well does your linear-regression model approximate the
underlying data? (And how do you plan to select your model?)

Recall Least-squares regression is a great linear estimator.
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Data data be tricky†—as can understanding many relationships.

† "Tricky" might mean nonlinear... or many other things...

blahLinear regressionLinear regression, linear regression (x4)Linear regression, linear regression , KNN (100)(x4)Linear regression, linear regression , KNN (100), KNN (10)(x4)Linear regression, linear regression , KNN (100), KNN (10), random forest(x4)

Note That example was only in one dimension...
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Q What have you learned/noticed in your first project?Next time Start formal building blocks of prediction.

Sources
Sources (articles) of images

Deep learning and radiology
Parking lot detection
New Yorker writing
Gender Shades
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Edward Rubin
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Data data be tricky†—as can understanding many relationships.

† "Tricky" might mean nonlinear... or many other things...
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Note That example was only in one dimension...
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Q What have you learned/noticed in your first project?



Next time Start formal building blocks of prediction.
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