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A. True or false
40 points

Note: You do not need to explain to your answers in this section. There will be no partial credit.

01. @F] (2pts) In the presence of measurement error (as defined in class), our coefficients are always
biased toward zero.

02. [T@ (2pts) Omitted-variable bias results in your coefficient estimates being smaller than the true

value (for example, Bl < f31, on average).

03. @F] (2pts) Heteroskedasticity does not bias OLS's estimates of the coefficients.

04. [T (2pts) If our disturbances have different variances, then we have a violation of exogeneity.

05. @IF] (2pts) The asymptotic properties of an estimator (for example: consistency) have to do with an
estimator's behavior as the sample size approaches infinity.

06. [T@ (2pts) In the regression equation
Wage; = (B + $1Education; + SyExperience; + u;

we allow the wage effect of an individual's Experience to vary by her level of Education.

07. [T (2pts) For a Goldfeld-Quandt test, if SSE; and SSE, are equal, we will generally reject the null

hypothesis and conclude there is significant evidence of heteroskedasticity.
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08. @F] (2pts) Specifying the wrong functional form for your regression model can lead to
heteroskedasticity.

09. [T@ (2pts) Our assumption of exogeneity requires that Elu; | ;] # 0.

10. [T/€]) (2pts) Omitted-variable bias only affects OLS's unbiasedness and not its consistency.
p

11.-13. In the regression equation

Wage; = By + S1Education; + SoFemale; + u;

. @IF] (2pts) The model assumes that the wage returns to education are the same for women
and men.

12. @F] (2pts) If Ability is correlated with Education and affects Wage, then omitting Ability will
bias our estimate of 3y.

13. [TI@ (2pts) If Height (and individual's height) is correlated with Gender and does not affect
Wage, then omitting Height will bias our coefficient estimate for 3.

14, @F] (2pts) Our assumption of exogeneity is critical for OLS's unbiasedness.

15. [T@ (2pts) If an estimator is unbiased, then it it is consistent.

16. @F] (2pts) For random variables X and Y plim(X x Y') = plim(X) X plim(Y)
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17. @F] (2pts) In the presence of heteroskedasticity, WLS (weighted least squares) is an unbiased
estimator of the coefficients (the 8;).

18. [T@ (2pts) In the presence of heteroskedasticity, WLS (weighted least squares) is less efficient than
OLS for estimating the coefficients (the 8;).

19. [T@ (2pts) Whereas e; is an unobservable population parameter, u; is observable.

20. [T@ (2pts) The main problem with omitted-variable bias is that it biases our standard errors, which

causes our inference to be wrong.

Short answer

60 points
Note: You will typically need to explain/justify your answers in this section.

21. (3pts) Imagine we are testing the null hypothesis H, 81 = 3 against the alternative hypothesis H,

B1 # 3.1f the p-value is 0.9, what should we conclude?
We {ar +o veye Ho (we do wet hove sufficieat evidance Yo vegeet (‘-5\ :3\/

22, (3pts) Define the concept of the median.

T median is e middl clsecvabion — egial numbers of obsevverizg ou eack side
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23. (3pts) Define the term "variance.

Vavance 8 W Gmeunkr @ veudem wrilbl deviatrs {,@m its maan .

Also: Vor )= E [(5( - /u*)zl
My = E(x)

24. (3pts) What does E[X] tell us about the random variable X?

Tie wean .«

25. (3pts) For the model
log(Q;) = 12 — 0.31og(P;) + u;
interpret the slope. Note: P denotes price (in dollars), and @ refers to quantity (in "units").

Twx Qope Hells vs Yk @ \eo/ fncvesse 0 price W Veduce Goaily \:3 207

(e (0-27)

26. (4pts) Define the term "standard error"

Tue Sandacd qrror 1€ e Mudacd dewation of an sermator'c Arsvribotion
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27. (3pts) Explain why we care about the standard error of an estimator—for example, the standard error
of the OLS estimator f;.

SE e of Uow prectse (o wmariaia) ovr eMmale i

28. (3pts) For the model
log(Q;) = 12 — 0.3P; + u;

interpret the slope. Note: P denotes price (in dollars), and @ refers to quantity (in "units").

For a owe-dollar incvease in Price, We ATNCipAYC @ 207 dacvease in 9(*8'\“*'@‘

29. (4pts) What are the two requirements for omitted variable bias?

(. Tie omibied Voridde covvelatrs wita an wclvcad »'caveusm' [ER SO

2. The owaded Voviake :rHr("S oot oukcomme (:D

30. (3pts) Why do we care about heteroskedasticity?

Hﬂwus\—ac\.:s—*‘\c\m Viases our sbndacd ewors — \mgm«a vp mfevenca

(Alco veduces e-{,ﬁu‘pms ;r pg’dwm—“m\j a .C"”"S>
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31. Suppose we run the regression
Health; = By + f1Income; + u;
but the true model is actually
Health; = By + f1Income; + BoStress; + u;
Where By < 0 (i.e,, stress is bad for health).
Also: Recall that the probability limit of our OLS-based estimate for B is

R Cov(Income;, Stress;)
P B1=b+bp——————

Var(Income;)

a. (2pts) If income and stress are positively correlated, will our regression be biased? If so, will it
overestimate or underestimate the true effect of income? Briefly explain your answer.

O~ relwggw esfimale Wil be \sased /(onsicvak -

Wa U=l undevestimate Hue hre effect Q-(— S Y
” (+)
P\;M @I = @‘ + (1wm‘ < ﬁ‘ Se our ostmare Wil drud 4 lbe
deo swmall.
)

b. (2pts) If income and stress are negatively correlated, will our regression be biased? If so, will it

overestimate or underestimate the true effect of income? Briefly explain your answer.

O~r vrawgg{nn eshwmale will bae \ofsn;e&/((.vtsxs\fvx‘\'

We wil ovev et wadte fa oe e{;\(énx :‘F fewme ov MogWtat

A =D
Siwa =R+ (DT > % cur esvwa Wil devd Ao be
t F F‘ L—‘,Q. é] Yoo \‘wl“'
(&3

c. (2pts) If income and stress are uncorrelated, will our regression be biased? If so, will it
overestimate or underestimate the true effect of income? Briefly explain your answer.

Gov mi)vegﬁion will  lze uw\o\&é/ccusm\lf\-\ .

pow é' = (&, £ () kf) = (comsierent)
— F‘
=0
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32. Inthe regression equation
Score; = By + B1GPA; + B2Class; + f3GPA; x Class; + u;
let Score; denote individual 4's test score, GPA refers to i's GPA, and Class; describes whether ¢ attends

class (0 for 'no!, or 1 for 'yes').

a. (2pts) Interpret the coefficient By. Explain why this coefficient is a bit strange to interpret.

o fells s Wl avy. Sceve Lo tdividials whe do nst attend

elacs éLv\ Wova a GiPA D‘F 0.

b. (2pts) Interpret the coefficient By.

Q' lells vs e effect o{ GPA o dest scores %:v indtndrols
Mo do W+ atead class |

c. (2pts) Interpret the coefficient B3.

(o2 s os die difference of Hue anchs(: GPA ou stores betioen

< \ass .
fue c\nss—sﬂuﬁ fad  Hose wme do i Shel class

d. (2pts) Suggest an omitted variable that could cause B; to be biased. Explain.

Poiler 1+ alfects fest Sores Qe Covveldes Lottt @PA — e
‘“Cég»»wewn—\s .{;f owtked varcalde bas.
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32. (continued)

e. (3pts) Imagine we are concerned about heteroskedasticity. Walk me through the steps for
running a White test for heteroskedasticity (regressions that we would run, the null hypothesis,
alternative hypothesis, etc.).

l. Row vecjession in S cqm'h‘nn
2. Weing veadials Lou step 11 vem reeyeceion b sguered vesidivals
o il fevws i oviginal Fegyessvon El:US tuecy sgoaces dad

ey inkevactons,

2 Dowe siep 2 % kst Mot Momoskedasie i ~vse flas Rlevedidasheiny
3 VUse R ”R:“" <P X, = pa= $v>‘° Ky #0 Ao e |

f. (2pts) Suppose our White test has a p-value of 0.041. What is our conclusion? Explain.
Reieck Ho Sad Couclocke we Viaur Qdatieh :.auo qcsw—ffcaa- evdenca of

3
\umvaﬂndaéin(i\j o dwe S- level

33. (3pts) Draw a plot where the disturbances are homoskedastic.
Your plot should have u on the y-axis and x on the z-axis.
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34, (3pts) Draw a plot where the disturbances are heteroskedastic.
Your plot should have u on the y-axis and z on the z-axis.

35. (3pts) Draw a plot where the disturbances are not exogenous.
Your plot should have u on the y-axis and z on the z-axis.

anelb, E[ul\(];fo for oue
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Extra credit

6 points

ECq [TI@ (2pts) Omitted-variable bias has nothing to do with whether we interpret regression estimates

as causal.

EC, (2pts) Write down the regression equation that we would estimate in the following line of R code (i.e.,

the equation with 8s).

1m(crime ~ police + income + police:income, data = city_df)

C"A““'n = (5’5 + F Rlrce, +PL Thcowe, (55 Police, » Tucome; L 1
v B 1B _

EC3 (2pts) Draw a plot of heteroskedastic disturbances for which the Breusch-Pagan test would fail to

find significant evidence of heteroskedasticity.

Bas«m\\J. Syimedic lu.kvad:.daq\mii»
n/in



